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I. Research Summary

During the period 1978-1984, work continued in the general area of Laser Spectroscopy,

the emphasis being on coherent optical transients and precision spectroscopy. Both

theoretical and experimental studies were conducted. The most notable experimental

accomplishments include the development of new experimental techniques: XI) the laser

frequency switching technique of observing coherent optical transients such as optical

free induction decay and photon echoes for studying the dynamic properties of solids or

gas phase collisions; g2) the extension of these ideas to the picosecond time scale using a

novel traveling wave el _ tr -otic phase modulator; $3) the frequency stabilization of dye

lasers to a linewidth of 100 Hertz for precision spectroscopic measurements; and J4)

the Raman heterodyne detection method for observing nuclear magnetic resonance with a

sensitive optical probe.

One of the interesting applications of ultrastable dye lasers has been in the area of solid

state laser spectroscopy where the optical homogeneous linewidths are of the order of I

kilohertz or lessc-Ylie-,-tie need for laser stability is clearly evident in coherent optical

transient phenomena such as free induction decay or in steady state measurements such

as hole burning. Using a 100 Hertz linewidth stabilized dye laser to excite an Impurity

ion crystal, it was discovered that the optical Bloch equations (the basic equations of

motion for describing coherent emission) are violated when the optical transition is

saturated, I.e., the T2 dephasing time is not a true constant, as is commonly assumed, but

instead depends on the field strength. These experimental findings lead to a series of

theoretical studies in our own laboratory and around the world in an attempt to find a 9h

microscopic understanding, work which continues toda7.
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Other theoretical studies include I) a generalized theory of two-photon processes; 12)

oscillatory free induction decay which lead to a prediction of a new phenomenon that was

later verified both in the optical and radio frequency regions; C3) an elegant theorem on

coherent transients which sets a rigorous limit on the duration of any coherent transient

emission signal; and V4) a theory of cumulative two-pulse photon echoes. Or -" C ,

The results of these studies have been published inthe papers attached in the Appendix.
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1. Introduct ion

Two photon resonances in atomic and molecular systems have interested theorists over the
years beginning with the earliest calculations by M. Gippert-Maycr in 1931 [I]. Figure l(a)
shows such a transition for the case where two photons are absorbed simultaneously. The related
Raman effect [2] in fig. (b), which is a two photon process also. has been known experimentally
since 1927 and involves the absorption of one photon and the emission of another. However,
verification of the first case. had to await the invention of the laser before its observation in 1961 [3].

n I -

(a) (

Fie I. Two photon rroccs-,cs for ai N + 2 level ',%K(eln SIi,.ing ta) two phowon a sorplion and Ih) the Ramasn pri.c--s..

Within the last few years, other novel two photon experiments have been performed with laser
light. For example, a counter propagating laser beam geometry can yield ultrahigh resolution
two photon spectra where the Doppler broadening is eliminated [4]. Coherent two photon
transients have been monitored also in the time domain [5--10] and have stimulated theoretical
discussions which, attack the problem from dilferent points of view.

Particular attention has been given to explaining two photon transient effects such as tile
Raman beat [6]. This experiment is described in section 8 and arises in coherently prepared
molecular samples when the level degeneracy is suddenly removed by Stark switching. In the
calculation of Brewer and Hahn [I]. : three level model is assumed where the pulse preparative
stage yields an exact solution when the two photon resonance condition is maintained. The solu-
tions are valid for either adiabatic or nonadiabatic transients. The transient Raman beat signal
which follows is described by a perturbation theory [12].

A different approach was taken by Takatsuji [13] and also by Grischkowsky. Loy and Liao
[14]. They performed a perturbation calculation suggested by Heitler [15] using a canonical
transfo lition. The N + 2 level structure of fig. la) is assumed where the N intermediate transi-
tions arL esonance. The problem then reduces to an effective two level calculation where
the solutions liabatic in character and display a slowly varying time dependence.

The paper ol e et al. [16] extends an earlier perturbation treatment of Brewer and Hahn
[12] and also that o, Hopl: Shea and Scully [17]. It includes all terms of the polarization up to
third order in the optical field.

In this article, we treat the general problem of two photon transients where two radiation fields
interact with N + 2 atomic levels as stggcstcd in f g. I. In its most general form, this problem
cannot be solved analytically as the Schr~dinger wave equation leads to an infinite hierarchy of
coupled equations. Even if the hierarchy is cut by an approximation. there still remains the difficulty
of solving a characteristic equation of order N + 2. Clearly. approximations are required. We show
that the terms appearing in the equations of motion cal he understood physically by means of
Feynman-like diagrams and provide a simple way of identifyving the important terms.

........................................... ..... ...

. . . . . . . . . .. . . . . . . .

. . . . . . . . . . . . . . . . . .. . . . . . ...-...-



4. Schenzl¢t and R.G. Brewer. hGneralized owo photn itheorv 471

case N = 1. For the N + 2 level problem, we assume for the sake of simplicity two photon reso-
nance while for the 3-level problem where this assumption would make the solution trivial, we
do not assume resonance at all.

As already mentioned, the two principle obstacles in solving this problem are
1) The use of nonresonant terms as well as several external fields leads to an infinite hierarch,,

of equations.
2) A multilevel problem leads to a multidimensional characteristic equation that cannot be

solved in general.
The purpose of the preceding discussion was to deal with both problems simultaneously in a
perturbative approach. The idea of this section is to neglect the nonresonant terms totally while
attempting to derive nonperturbative solutions for the characteristic equation. We treat the two
photon process for the case of N + 2 levels. Assume that the transition frequencies are quite
different so that we can neglect in eq. (8) the simultaneous interaction of the frequencies Q, (or l) .
with the transitions w, - co, and cw2 - to.. This eliminates half of the terms contained in 18).
We further neglect all counterrotating or antiresonant and nonresonant contributions. Then,
by applying the transformation

j,(z) = c,(Z + iQ, 2(z) = C2(Z - 02),

we are left with the following set of coupled equations appropriate to the two .photon process:
{zl~.)2 --.

iw, + Il, + i - (Z)= I,(Z) - n.. c 2(z),
+iZ ~ + i(,T Z +x2O

_+ +')z 22 +1 , .2(Z=+ iw2 - if~, + Z__,,. |ca(z) = 1az) .- Y' g ,,,"'
'I ~ + 1,1  , Z.+ 1W,,

(: + iW,)c,(Z) c,(O) - X c,) (Z)- , 2(.),
2 2

where

I c,(O) I cM(O)
= N) x, +w c, - 2 -

~~~n - +iW~ ' .

The characteristic equation of this problem reads

2 Z Ro+io- +i ni

(xLIxL* X2 22
+ . .0. (3). (z+i-w,)(z+iw,, )-=O30 --

When we recognize that the diagonal elements of the double sum vanish, then it is obvious that
the characteristic equation is of order (N + 2) defining N + 2 eigenvahues.

Let us abbreviate the last term in eq. (39) by L. We notice that L vanishes exactly in the following -

three cases:
I) L = 0 for N = I (3-level system).
2) L = 0 when the dipole matrix elements do not depend on the level index n so that

1,,= 9, 92. =92

. . ..-



470 A. Schen-le and R.G. Brewer. Gerterafi:ed two photon theory

+ time-reversed diagrams. It is obvious from our earlier discussion that these graphs have been
neglected before.

Let us now compare the corrections derived in the preceding paragraph with the results obtained
here. The term r, -iw1 ± (02 - Q )) is of the order

H~1  ~ with A, o w - Q1, and therefore

H 1. 1+ ....

W e then have b.nX,

'2 \
). "

Therefore the contribution of the nonresonant terms may be of the same order as the resonant
corrections when the difference in the two optical frequencies is less than the power broadening
of the levels.

6. Noaperturbative eigetIV2lues

In a great number of examples the perturbation results are not applicable. For inhonlugeniousl5
broadened lineshapes wider than the power broadening contribution, assumptions like A, >
are no longer valid because the off-resonance parameter A, can vary from 0 0 +•',
Therefore an approximate result has to be derived in these cases such that the expansion parametel
does not contain the molecular velocity.

We will derive in this paragraph approximate results which are not limited to a power serie
expansion in x' We will do this ror the (N + 2) level system for general N as well as for the specia

. ...

, -' , . . . .." ' : . . . . . " . '. . . . . . . . . . . . . . . .." " " '-" . . . .. .-
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where ± contains the odd products of the translation operators

TTl: ± v') v + V" = 0.

Taking the c-number contributions only and dropping in this step of approximation -. we find

: + iw, - , - (z + v + iw, - ro,+ r + r -F,1z)Fjj- + v)

- X(z - v + it, -ro, ( - v) - r,,( ,,1 -z , .c,vt
V

= [I + r:(z)(z + iw, - r,,(z))-'][,(z) + F12c2(:)]. (35)

The same arguments can be used to handle the nondiagonal contributions as well.

5.1. Raman process

To make this approximation more clear, we show how these results can be derived in a Raman-
process with two close lying frequencies 02 and fil. Under the assumption JI2 - 2L I < ill

we collect only the terms v = i( 2 - fl) and drop all further off-resonant terms like
.= 2iQ1 .2 etc. for convenience. Then we get, as can be seen from Appendix A,

ro+ (x) 2+ () 2  + (36)-I(L:) io" = i- 1 i, + i122 z + i(O.--i +  M36
Ifz z + i(Z. - z+ + iz z  "+

as well as the translation terms of (8a)

Fll:+ ~t - .. \ " +- '~ + + 1 ),T lif22 - Q)
- + z + iw, Q)2 +i)T.) Q)" .

io, + 2ia) z + iw,, - i(( z -.

With J35) transformed as in (17)

C1.2 - j. 2 -- c1. 2 1: + i01.2),

we find for the diagonal terms of the effective Hamiltonian
Ill, = !01 + !ti I, ."

where HO, is the perturbation result obtained in eq. (24). The nonresonant correction Iti' is
given by

1, 1 (i t- r) -r 1 (- +-'1 2 -'121)) L )(XI), - jj +

( . U I, - 1 ) ] 1

This correction includes a group of diagrams that has been neglectcd above. The diagrams leading
to ":l are the iteration of nonresonant processes that can be made into closed loops in 401 order:

. ,..~~~~~~~~~~~~.....,,.......,,......... ................... ...............:.::. :-../...

.- .' . %, , ... V,, : . . , , , iJ ; "i '= " "
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5. Perturbation theory including nonresonant ternis

Nonresonant interactions are important wxhen calculating encrv shifts. Therefore in calculating
the eigenvalues of eqs. (13) and 114) the contributions from nonresonant terms should be included.
In a perturbation approach we can inc!ude nonresonant terms in thc fol!owin, way. Starting from
eq. d _).

(: + i)w, - r1 c'(:) I(-) + r,':)(. (28)

we can write

c,(:) = ( -trc 1 w(:) + ( )-l,(z) + ( ) 1 1 ,c,(:).

F_ = (z + ili 1 i (:)F_ (29) - 1.

Notice that the inverse (: + iwil - r-,) - ' exists because r,(:) is only a '.-number. Multiplying
this equation by -1 ,(:) gives

r lzic (z) r-- "I ()(z + ito, 'l~ ) F'~~~ + F ,,I:i(: + il, ,) - ' l)- (- "'

+ r (:)(: + iajo = [ 1 r(:)" :'k')c,(:). (30)

Inserting this expression into eq. 128Y leads to

[:+~ 1 - ro,(:)- rl ,(z+i -fi(.)- I Fl ,].,(:
fi [ + r ,(:)(z + ito n jT()-][/ i z) + r,.:c::] 131) -:

The operators rI;z) can be expanded into a finite series with structure

= I r, (z)T +() + F!-(: (vz) (32)
V

where the functions !F-(:) contain the c-number prefactors of the various translation operators

Let us calculate the correction to the diagonal terms of the effective Hamiltonian H. In eq. (31),
we have

1,,:)(: + i, ll),- )) rn ,(z)

r- ,- il o T l'i(o : l

+ I-F,z) :-v+im, -FO, t-vj) 'T- ,r2 ,(z). (33)

Extracting the c-number part out of this expression and ulSilg the identity
T~l iT-li) -- T-l'TTlv)- I. ..

we find for ihe right hand side of(33)

+ S -'l- ~-F?°,(:-,i ' 4 , (34) -'

.. .. . . . . . .. . . . . . . . . . . . . . . . . . .

. ..... -..-.. ...... . .. . . .
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Inspecting this perturbation approach we find that tle parameter of expansion is of the form

=

where A is an off resonance tuning paramcter.
The expansion is supposed to be valid if the individual one photon processes are far from reso-

nance. compared to the Rabi-flopping frequencies X. But carrying out this perturbation further
:and further cannot lead to the exact result because we already neglected the nonresonant terms in
i(13) and (14). Especially when we have to assume that the one-photon transitions have to be far
i from resonance, neglecting non-resonant terms can be inconsistent.

We can explore this question by comparing for example the two cases shown in fig. 3 where the
shady region indicates power broadening of the transitions I and 2. In case (a) where C1 is far
from resonance with transition I and (21 with transition 2, we may well neglect these interactions.
Under this assumption and the neglect of the counter rotating fields, the hierarchy is easily truncated
(see section 6). The more interesting example is represented by case (b), where these interactions
play an increasingly important role, the closer f2, and !Q lie together. In the following section we
want to show how these interactions can be dealt with in an approximate way.

22

,22
2

(a) (b)
Fig. 3. In case a. (12 is near resonant with the t, - 2 transition Itransition 2) only and (1, with the op I transition (transition 1)
only. The cross-hatched lines on levels, I and 2 indicate power broadening. In (b) both frequencies are near resonant with both'transi-
tions.

Our solution of the coupled equations (12) and (13) is equivalent to a time-dependent perturba-
tion calculation of the wave function where the elementary processes constitute a partial sum
carried out to infinite order. By iterating

I - t I and I n - I

up to infinite order we approximate the exact diagional matrix element by the following partial sum

.2 ,~" 1,~ 2
I it ~ I --- I - t - I + Ii I -lt- I+ "".

From this diagrammatic representation. we can easily make contact to a variety of standard
problems in solid state physics where the above "one photon" approximaticn is frequently used,
namely, any vertical line drawn through the diagrams of the approximation cut at most th'ough
one wavy photon line. More complex diagrams where two or more photons are present at the
same time have been neglected.

.. ............

- o-
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After these approximations. (18) and (19) become "

[: +i.I +in, - 1-0 1(:, +it-)-- i I(:I +in1)+4(r, 2 (zI + in,) + r 2(Z, +i'n 1 )) ,2  (20)

[-+iw2 +i" 2 - rIA2 2 +i1 2 ]z(:) = 12(:t +i1 2)+ (F(:, +in2) + r 21(:z +i 2+ 2) 1 . (21)

T c I:bi,:m is now to diiensional and is totally equivalent to a two-level-problem (Appendix B)

described by the following effective Hamiltonian matrix elements

H~j= h1" - Qj + iF, + in)), j = 1.2 (22)

and

H 1 2 = ivh(r,2 (z, + in) + ri2 (z2 + in,)) = H2 ,. (23)

Written out explicitly, we have for the Raman process
(wo. - wat) ,- ,Y ) (o , - 21,H,, = t(w, + a,) + h E, (X' .)'n - o -,) . L z, 12 . (24): :.

Q2, (0j. - 2 .-24

and

H12 = - j~cu - w, w,)

x + ( 25) " -
- )(Oj - w1 + Q') (w, - cot- ,)(w,. - 2o + 1 ) (25)'-

These results are identical with those derived by Grischkowsky et al. [14] using the Heitler [15]
perturbation approach.

To obtain the energy to various orders, we iterate eqs. 119) and (20). This leads to a continued
fraction expansion for the elements of the equivalent Hamiltonian: e.g.

I.)o) ,-= (0j + '

H)/h = % + + ir(-iHP°)/h + inl). t26)

= w + fl, + irj-iH ='h - ).-

The second order contributions are e.g.

(0w, - ,- - ii t)''"
H'2'1 Ii = o, + Q1 + .(Z.I) 2

Q' - - - Tf 0( -i)'
(cj,,~~'' -- (t ir

+ 2 17 X (1o. - w , - n, - ir°(-io1 ) (27)
-u.- 1 - (,)I - - iFt -ito 1)) "

This procedure leads to a continued fraction expansion as can easily be seen by expanding the
terms on the right side of eq. (27) into partial fractions. Then the terms 1(, lz ) cancel in the nume-
rator and remain only in the denominators.

It is worth mentioning that this approximation contains all antiresonant interactions, as well
as all cross-interactions of the field 02, with the transitions w. - wt etc. - as long as they conserve
energy in second order.

7-12
,. . . .. -. .. ., -. .- .- ,. -; .' .- .. . . . ) , . .*, '. ...... " . . ' " ,., , , , " . . , . .. " .".-. " .
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while F ,(:) contains diagrams of the form
2+

----- 1 -~ I orI-. - I

These diagrams cannot be deforned into closed loops bccausc they do not conscrve energy.

4.1. Raman process

For the nondiagonal parts this expansion depends on the specific process we have in mind.
Let's consider for the moment the Raman process and use for convenience the transformation

C1(z + iM) -- ,(Z). C2(Z+ if12) = j 2(Z). (17)

Then the equations read

(z + io, + io, - r" z1  + inw)) :(z) = I(z + in ) + r'2(Z + if2)I J,(z), (18)

(: + iw~z + inz -r 22(- + i(,)!) 2(z) - 12(Z + 2 + 21(z + if 2) 1 l(z). 1191

See Appendix A for the explicit terms used in (18) and (19) leading to the derivation of eqs. (22H25).
The transformation (17) makes the following discussion easier because now the c-number terms
in rz- + Ql and r21z + iQ2) are the resonant interactions for the Raman-type process. as
we shall see.

The simpliest approximation to the equations can be found by neglecting the operator contribu-
tions totally,

Fjz) -. F:) and r!, :) -. 0.

This radical procedure solves for the moment the First problem mentioned above, but we still
struggle with the (N + 2)nd order eigenvalue equation. We solve this problem by a perturbation
approach considering the coupling terms ro as the expansion parameter. l

In zero order - setting the F° equal to zero after all - we first find the undisturbed poles of
(18) and (19). "

,= -iul. + ll) and :I = -i'() 2 + L~j.

In the next step, we assume that the coupling between (18) and 119) can be neglected, i.e..

r,, j IZ 1.1:21.
Next, the diagonal matrix elements in first order are found by replacing

Fr,:) rit(:t) and F2 1 I:) -, 2(:2).

For the coupling terms r ,,1 :). we have to insert both poles :1.2 simultaneously and get the sym-
metrized expression

r1. .l ( IFoI. I, + Frij(:J). i # .-

~ ~......
, • ,~ -

a ::--:.. . . . . . . . . . .. -:*..:-' .p : -::-,. ::: :::::::::: ::: ::::: ::::::: : ::



464 A4. Scdtele and R.G. Brve~wr, Generuas:ed two phtwon theorY

twice this process,, can be made "resonant" and can be an important contribution. The nondiagonal

terms depend on the special process considered. for example.

2:

and

2..

I -I -T2

two photon process Ramnan process

4. Perturbation theory

Let us forget for the moment that the coefficients in eqs. (12) and (13) are operators. Then
we could solve this problem by diagonalizing the 2-by-2 matrix. The zero's of the determinant of
the matrix would give the "eigen-energies" of the complete problem. From eq. (14) we ind the
eigenva lues by solving the equation

(Z + iw1 - r11 (:))(: + iwJ2 - r,,(:))- t1 2(:)rz 1 (z) = 0. (15)
This equation determines a series of values for the poles: = z,.

There are two obstacles in proceeding this way:
1) The co cina tre operators.
2) Equation (15) is a linear equation of high order and no exact solution exists even if the rj

wvould be c-numbers.
We can ind a way out of this predicament when we realize that the Fs can be split into two parts

th marip w (:) + r g. r (16)

where fi(:) contains the c-number part the resonant terms) while rJ(z) contains all the translation
operators (the nonresonant terms) This is quite obvious, e.g. the diagonal parts in diagrammatic
form are

++ I-

+olb -n1-rsI

To indicate that these diagrams are resonant we can draw them in a modified form closing the in
and outgoing photon lines into a closed loop

1|P I '""

J'::
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c,(z ± iA) A similar equation with cl(z ± iA) on the left can be generated from (8a) by translating
c() ---cl: ± iA). The right hand terms now include ctZ + 2iA) and cl(:) (see Fig. 2). Continuing
in this way, an infinite hierarchy of coupled equations can be generated. This difficulty is removed
by retaining only the leading resonant terms, a step which is equivalent to the rotating wave
approximation. Even if we find a way to cut the hierarchy by an approxima.tion into a finite number
of equations, we are still left with the problem of solving a characteristic equation of order (N + 2).

c1 (z+2iA1) ~%" -

c c1 zQ )

c (z-iA) -

c1 (z- 241)

Fig. 2. Diagrammatic representation of an infinite hierarchy of coupled equations in cl:. clz ± iAL....

Therefore an approximation would require the following two steps:
I) Restriction to a special level structure. Then we have to neglect all terms that are far from

resonance in second order.
2) The resulting (N + 2) order characteristic equation has to be solved in an approximate way.

As an example of point I), we take the two photon case with level I as the ground state. The relevant
resonant diagrams are

-- n2 2and 2 n Y? I

while the Raman-process with levels I and 2 as the lower states can be approximated by the IN-.
following resonant diagrams

n- 2 L 2 and 1 - 1 --- 2.

It is important to notice that the above second order terms can be resonant even when they
contain nonresonant first order terms. A typical example is

S n I .- V-

When level I is lower than level it. the individual processes I it and , I are antiresonant

(the upward process involves emission). But in second order by "violating energy conservation

L%4

4.-.. .
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look at the graphs

I ni- and I --- n 7 I..

There is no level arrange-ment for finite frequencies Q,. fl. where these graphs could be of the
resonant type. We therefore expect that the contributions from these graphs are of minor impor-
tance in any case..

* 3.3. Formal solution and approximnations

The general procedure to approach this complex problem would be the formal solution by the
* introduction of translation operators

Tt (a)f(.)=f(z ±a). (10)

* Then. eq. (8) could be written in the following way r.

t~siw~~i=(-)~Vl XL, [Xi.tl + T-2i,))+X2.(T4 (iA)+ T-iZ))]c1 (z)I+ +''''~z~Lziw j +[Xt.Ll + T-2ifl))+Xj.(T4 (iA)+ TiiZ))]C2(r)f

* and a similar relation for c,(:T). Collecting the individual terms, the formal expressions result
(Z + iw1  r r 1 ,:))c I(z) t I(z) + r I (:)c z(z) (12)

and

(z + iwo - r 2 2gZ))C 2(:) I'-,(:) + r 21 (:-)c 1(Z) (13)
where we have to keep in mind that the coefficients, rip) actually are operators of the form (10)
acting on any function on the right that depends on Z. The translation operators themselves do
fulfill relations of Abelian groups - but the operators ri,(:) no longer commute. The explicit
expressions for r11(:) can easily be written down by comparing eqs. (12) and (8).

The formal solution can be written down immediately in the form
E(z +iw 2 - 22(z)M + iwi - fll (z)) - t 2(zW2 1(:)]cl(,) =(z +ico2 -r 22(z)1 1(:)+ Ir 2(z)12(z)

(14)
* where we use

* z1 ) =(z + iw2 - r.,)rtz(:)(: + itt, r 22) '

*provided the inverse operator can be defined. An equivalent formal expression results for the
variable c~l:). Equation (14) and the corresponding equation for c,(--) give the final result in a
very compact form. but as long as the matrix-operators riA:) cannot be replaced in some manner

*by c-numbers this result is useless.
There is no way to find a general solution of thle problem without introducing specific assump-

tions and approxtimations. The two equations 012) and (13) actually represent an infinite hierarchy Plb
of coupled equations. The nature of the hierarchy is more clearly evident by inspection of (8a)

* where we see that cz(:) on the left hand side is a function of various terms on the right, such as
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These are the most general equations we can write for the system considered as long as the external
fields are given parameters.

As is clear from the definition of the basic Hamiltonian and from the structure of eq. (8), our
treatment thus far contains all possible resonant and antiresonant interactions. It also includes
the interaction of the field fl, with the set of intermediate transitions (o. - W, and £, with W2 - 0j.

as well as Q, with w. - oil and f12 with w2 - w..

3.2. Diugramrnatic representation

Each element of the numerous contributions to eq. (8) can be characterized by Feynman-type
diagrams which make the physical interpretation more transparent. For example,
i j stands for a transition from level i to j by absorption of a photon of the frequency fil,

and

2j
i j stands for a transition from level i to j by emission of a photon of frequency 02.

Let us write down the contributions to eq. (8a) in diagrammatic form. The first bracket is represented
by

I n-i+1 - it 2+ + 2 + 1 2,

'," +1--4n.---2+ I--b ,- 2 l- n 2 1- - .f:

Exchanging fi1 by -ill is identical to a time reversal so that emission and absorption processes
involving frequency fit are exchanged. We find the second bracket of (8a) by exchanging in the

diagrams above only the f01 processes I n-- I - n and keep the f 2 as they are.

The identification of a specific graph and the corresponding contribution to the equations of
motion is evident. For example

.12
i n - - j - i ,. _ _Cj4Z - ifl, +- i(12), .

z + iw, - all

L1 + ifi : + ifQ2 - iK 1). (9)

The index i indicates that the terms are contributions to the equation for cj(:). With this mnemonic
.5',

- method we could write down the equations for the amplitudes c1 and c2 without deriving each
term explicitly. From symmetry arguments we easily can check if all possible terms are collected.
With the physical interpretation of the individual terms we are able to pick out the relevant terms
for a special arrangement of levels and a particular resonance condition. As an example, let's

'...-
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can be derived then from Maxwell's wave equation

-lc 2nikN (l
when the sample is optically thin. N being the molecular number density. The slowly varying part
of the polarization

< fiPt)> It Tr K',,~4'0
* follows from the above wavefunctions where

The bracket <0 denotes an average over the Doppler lineshape. and hgl is the dipole magnitude.
After performing the Laplace transformation we ind

(z + ku1I)C1(:) =Clio) - i I j,.(C.4: - ill,) + C.,fz + ij 1 )) - ( - ill,) + CN(Z + il)
II 6)

The equation for (-2(:-) is easily found by exchaniging the sub-indices I and 2. The form of c,,(Z) is

By substituting eq. (7) into 16) and the corresponding equation for ct:). we are left with two coupled
equations for c,(z) and e,(:) where

X'.5 nlt:)+ elk: -2iit)) +xzAclz ~+ iA) + c(: -i
t: 4-i,)c(:)1 1 t)-jZII iw, -i. + X,t2(:') + C2(:-2if1t)) +X2,(cA: + iA) +c2 (: -iZ

+ +In?, + yl.(c2(z) + c2 (:+ 2i,)) + X~ 2.(:l- iA) +c2 (r + i~))J
+ 2

+ .+ iv.,-K22 +x,,cz:-iA)+c2 -irv))+xi,,tc 2 :)+c,4:-2i~ 2 ))f

z + w,,+ i, ~-- X,,( 2(:+ iA) +c: + i v)) + X 2.(C I(:) +c( C 2If~

with A=n, 0, and (1+0,.
Ill:) is the collection of inhomogenities which depend on the c110) terms. and is not needed

-* explicitly at the momnent. The corresponding equation in e,(:) is

-~~~ ~ -4- +( (")= ~ ~ X~ ~ ,'I:) + (: - 2il2, 1)) + ,,(C21: + W~ +c1 -is))
-~~~ ~ +~:4-~ C- I~ +,I( Z +tl -2i2 1 )) + ,.24+'21I-( + iZc(

+ i,+ , + 2~,( +i: + 2 - 12, )) +,1c: Z A+ c, (z + i Z))

+ ir,,, j~,+1,,(,(. - itM + I(:.- is))+ tc(+ 2 :-i 1 ){ / 1Ac,( + iJ +c(: - ) *4- Xict:) +c.(: +2ii~l . 8b
+iw,, +W~ 2 +Z,( 1 A + c2(: 4- I'lJ *xA) + c:+ il2,))

+ if a. + f, :2i2

'..*.'*~~NN N.***. s'
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The open parameter v appears in the tuning parameters which are of the form At= (1i + J, -Wi

(i = 1, 2 and n >_ 3) and is carried through the whole calculation. Only in the final results do we
average over a thermal velocity distribution. Later, we shall see that some solutions depend
critically on the velocity while others do not. In general. all parameters containing kv are undeter-
mined and any expansion parameter we use for approximations has to be independent of kv when
the Doppler-broadening is larger than all other system parameters. For example. the description
with two optical fields propagating parallel or antiparallel contains the tuning parameter sum
At ± A2 where the Doppler shifts cancel. These are just the two-photon resonances that have
been exploited so successfully in recent Doppler free spectroscopy studies [4].

3. Formulation of the basic equations

3.1. Outline of the theory

The wave function of the system is

(t)= c.t) >. (2)

The time-dependent SchrOdinger-equation leads to the following system of linear first-order
differential equations for the expansion coefficients c,{1):

-(t) = - iwtc1 - i Y., .c(E1(t) + E2(t)), (3)

62(t) = -i 2c2 - iY g,c . (E1(t) + E2(t)), (4)

e.(t) = -i(o.c - ig. 1c,(E,(t) + E2(t)) - ig. 2c2(E1 (t) + E2(t)). (5)

These constitute a set of N + 2 coupled equations. We can assume without specializing the
problem that

g* = gi1  and define gi3Ej = X ,

For solving the system of equations (3)-(5) we use the standard procedure of Laplace-transforma-
tion where

00n + iOo

CZ) = c(tldt, c(t) = -J e 'c(z)d: and c(O) = = 0).

It should be mentioned that a linear system of differential equations with time-dependent coeffi-
cients can be transformed into algebraic equations only when the coefficients can be expanded
into a series of exponentials. The coupled differential equations are then transformed into a set of
coupled difference equations.

The major portion of this article is concerned with finding the N + 2 poles zi which satisfy
"" the characteristic equation associated with the N + 2 ci.) equations of motion. The solutions.
- which are obtained in various degrees of approximation. yield the coefficients c.(t) after application
. of the inverse Laplace transform, given above. Coherent optical transient signals of the form

E.(:, t) = 9.(z, t) e - " D ' I + c.c.

, " ~~~~~~~~.......................... ................... ... s," ." . ....." . .. .. " " ...... ... ,."..
.. ,.,-°,' %pVg , .d, _ . - . . . , , €". . " ",'.,€ ",-,". ;..' *.' .*-..' .*.*,.*. -.... .. '.....: , . , . • . .
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In section 4, we retain resonant terms to second order and find an effective Hamiltonian which
is equivalent to a two level quantum problem. Higher orders are obtained in a continued fraction

" expansion where the expansion parameter y/A is the ratio of the Rabi frequency to the off resonance
tuning parameter. The leading term in this series is the result given by Takatsuji [13] and by
Grischkowsky et al. [14]. In section 5, nonresonant terms are included in the above calculation,
as is necessary when the two optical frequencics il and ., are sufficicntly close that jilt - ij - X.

An important aspect of these perturbative calculations is the underlying assumption that
;XA ,4 1. or an.equivalent approximation, that must be maintained. This condition will prevail
when the line is homogeneously broadened. When inhomogeneous broadening plays a role, the
tuning parameter A is not unique and in fact can vary from - oo - 0 -- + co. This point appears
not to have been considered in earlier work. In section 6, new nonperturbative solutions are
presented where the singularity A - 0 does not appear. Solutions are found for the N + 2 and
the three level problems. either in exact or approximate form.

Another important characteristic of two photon transients is that they exhibit intensity-
dependent dephasing [12]. This property does not appear in the earlier perturbation calculations
[12-14, 16. 17]. A nonperturbative treatment is required, and an example of this effect is given in

* section 8 for the Raman beat effect.

2. The Hamiitonian

We treat a multilevel quantum system, with N + 2 levels, interacting with two optical fields

Ei(t) = 2E, cos fQIt i = 1. 2

in a two photon or Raman process. Dipole interactions are assumed. We have in mind the level
configurations of fig. I where the initial state is level i, the final state is level 2 and there are N
intermediate states. To distinguish case (a) from case (b) in fig. 1. hereafter we will refer to case (a)
as the "two photon process" and to case (b) as the Raman process.

The fundamental Hamiltonian of the problem is

H = hw.ata.

+ f ig.,a~ta1(E1(t) + Ez(t)) + hermitian conjugate

+ hg,,2a.a,(E,(t) + E,(t)) + hermitian conjugate (I)

where he), the eigenvalue of the undisturbed atomic level n. and hq, = a dipole matrix element.
The quantities a' and a are the atomic creation and annihilation operators which satisfy the Fermi

*commutation relation a,at + ,,a. = 6,... The level index n of the intermediate levels runs from
n =3 to N + 2.

For this N + 2 dimensional problem, wave function solutions of the Schr6dinger equation
" are to be found. Phenomenological damping terms are neglected in the equations of motion as

they affect population decay only and do not modify the nature of the solutions.
* . For ain inhomogeneous system which is Doppler-hroadened the external frequencies have to be

corrected according to the longitudinal velocity v of the absorber where

.1.2 .: + kl.zv.

k~~~~~~...................... . .... ..-. ." .....-. ,.- 
-
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3) L = 0 when the transition matrix elements from level I to n and from n to 2 are equal,
but may still depend on n so that
t.= g=z.

In general, L is not zero, but is of 4th order in the coupling constant q. Therefore. it is very tempting
to drop this term 1,6r f :- , . .. reusons. For ,,; - .i :, ,, -i icvci system
with N > 1, we further assume two-photon resonance

.J2 - Cut = Q2 + il.

With the transformation

z =i(S - W I - ), Z i(S -w 2 + 112),

we find for the characteristic equations (39)

5~ -_ ~0 (40)

where G.' = i[(x.) 2 + (xi,)] and A, = ft - CO- + W1 = - - f22. The trivial pole
S = 0 follows from the two-photon resonance assumption. i.e.,

S0 = 0-- zo = -i 1 .

6.1. Geometric solutions

The nontrivial solutions of (40) can be given a geometrical interpretation. The solutions of

S (41)
.~S - A.

as shown in fig. 4, are the intersections of various curves with a straight line of 450 slope.
From the graphical representation we already can draw a number of general conclusions:
1) If all A, are positive, we ind in the limit X 0

iSt -0-

S,-. At. , 1- 2,3,...N+ 1.

, -G! N - 4

SS-A1,

S2 s3 1 SAt S S

A1 .A2 113 .4

Fig 4. The solutions of the characteristic equation (41 1 for the case N - 4 are given by the intercepts of a line of 45 slope with the
G., IS - A1 versus S curves.

............................................. .......... ......" . ,,.;...."..
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2) If all A. are negative, we Find in the limit X -" 0
S, -+A,, I = 1.2 ... N

SN+l *+
.

3) In the limit x -" '-" there remains a band of solutions still close to the free solutions A,. T-,o
solutions S t and SN, , split far apart from the undisturbed values.

4) In the limit IA.I > X, N solutions lie close to A. while one solution is split apart lying close
to zero.

From the definition

A. = - w - ),

we see that in a Doppler-broadened system the longitudinal molecular velocity v appears as an
open parameter through the relation l, = fl' + kv. Varying v from - 0 to + 00 means that we
move all the vertical asymptotes together from - oo to + oo, shifting the exact eigenvalues

-0 - V - +00

A, ,-S, - A -1, 1=2,3.... N

At  -S, -0-

0 . S-v+ , AN. (42)

From (42) we conclude that a simple perturbation theory cannot give satisfactory results for
the whole variation of v because even for small X a single pole can approach different limiting
values for large positive and negative values of v.

6.2. Analytic solutions

We can find approximate eigenvalues in analytic form in the case IA, - 4,,> X for all n
as this relation is independent of the molecular velocity. Under this assumption it is straight-
forward to derive the following approximate results, where we use for convenience A, < A,+
for all n. The poles are

S= (A, - E+ 4G,

" S+= J(An + An, + /An' + 4G2 -/A.+, + 4G;,+) forn =i.2,3 ... N - 1. (43)

sN+I = I AN + ,IEN + 4G)
o4.

These solutions are not perturbation results and therefore can fulfill the requirements (42). It is
worth mentioning that the exact solutions do not have unique limiting values when X,. -- 0 in
contrast to the perturbation solution of section 4. These unique properties are well represented
by the above approximate solutions, e.g.

S, -0- A, > 0 G, -0

St--A, A, <0 G,-0

' ii ""'.

* % - 'I.
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and -." -A1 >
S t -" A t - I A t- ,, A t > 0 G t - . G j - -'0 .

St " A t A t - , A t < 0 G , G , - 0

S, --.*0 At-I < 0,A >0 G,G, -0..
That the exact solutions approach these limiting values can be verified easily using the graphical
construction above.

Let us briefly discuss some other limiting results.
1) In the case G. - a , each of the intermediate N - I solutions are constrained to lie between

its two neighboring poles. The two outer solutions are separated far apart from this band. They
are given by

s,.3 += . +,. /, ,+ 4 Y ), "
n

S. = (G.+ A. + GA., )/(G.+ I + G2) for2 ' >- N (44)

if Y " A. - Al
2) In the case of symmetry where

A --- --A .G 2,+=, G =

it follows that ZG/A = 0 and S = 0 is a two-fold degenerate pole.
3) The case of degeneracy A" = A for all n is equivalent to the 3-level problem. We find there

are N -. I degenerate solutions

St =A arid

S,4 = ' T --. A2 + 4 Y G) (45)

Compared with the 3-level results in two-photon resonance, we realize that the multiplicity of
the intermediate levels increases the power-broadening N times, i.e.,

G 2 -G . 2 NG2 .

4) If the intermediate levels are numerous, we might assume the levels to be continuously
distributed and replace the sum in eq. 141) by an integral

-I

where
6SnDIe) = lim

a--o0 A, *A" - An"

The function D( ) characterizes the density of states. Assuming Dl ). Gj ) to be regular functions,
we can write

D( )G2 (4) GD( fs)G if ,< s <S =P d4 + in (47) ...
J S-' 0 othcrwise.

............. ............-..................--.................... '.".......................
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In the special case of D(I)G'() = D(O)G 2'0) we find

In -- in 4 1 < S < v

S =-D E)G 2 0) S (48)V
Il n - S + 0 otherwise.

If we first drop the imaginary parts, we can solve eq. (48) graphically (see fig. 5). Two solutions S,

and S3 lie outside the region 41 - 42, and therefore. dropping the imaginary parts is allowed so

that these solutions are real. However, the third solution lies inside this region and is complex.

Under the assumption that the imaginary part is small, we can approximate the solution S2 by

deriving its real part from

S -D(O)G 2(O) In S2 - (49)
2 --

Th"iagnay.ar tenisgienb= nD(OG2(G2

SI , ".nd'reaFig. 5. Graphical solution of the characteristic equation 146 for the case where the density of intermediates is continuou-

." ~The imaginary part then is given by ."-

+" 5S2 =  DO)G 2(O)•."

o" .

Summarizing weind
- Si < t and real ".

;" S3 > 6- and real ;,.

" S2 = SS2 + iS12 where ,<S< .'"
i This means that we have replaced the N-level system by an equivalent 3-level system. The multitude -

of intermediate levels is reflected in tile broadening of one of tile eigenvallues. The finite lifetime i.. -'

of this pole is proportional to the intensity of the optical field (intensity-dependent dephasing), .

We note that this complicated problem simplifies when the density of states is high for the inter-."'"
"' mediate levels and therefore could be of importance in solid state problems. ""
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63. cTe general thee-level problem tnd+
The general 3-level problem, making use only of the rotating wave approximation in (39), ..

leads to the following characteristic equation ..'

+ I ,.I -" +  +t, Q !(. • ,2 +i,+il =0. (50) "1
1.z + itot + if),)(- + io, - M'.) + 2,.j "+io ~z w

In contrast to the N + 2 level problem, the two-photon resonance condition (02 -0 tot= 2 + III

is not required in obtaining an analytic result. Using the transformation z = iS - iw3 to sym-
metrize the equation, we end up with

S X1) + 23)2"51
S=k(S + W,,,; --- + S+to-w 3  ) (+1)

With the abbreviations

Wt = W03 - WO1 - fii, W 2  Wt3 W- 2 + !2,

we arrive at a characteristic equation

+ S-§ ) (52)

that in a formal way is identical to the 4-level problem for two-photon resonance (41). With the
resonance conditions used. the labeling 3L, X23 is now redundant and we shall use X1. Xz instead.

Exact solutions of this equation exist in the following cases:

1:" ) X1 = X2 = 0 :  S1.2 --W1.2- S3 =0 .

..'-'.2) $V1 = w2 = : S = w; S2.,3 = iw +, + ( I + (z) 2

3) w,= -w 2  w and x, =X2 =X: St = ; S2.3 = -(3x23!....
4) x-x--,,vf - wi: S -- w + w,);

::::; : + w2 ± .'I(w- *+ w2)2 + (X )2 + (X1))).

.t will now be evident that cases 2) and 3) above for the two photon process are independent of
molecular velocity with the following laser beam geometry

* (a) Wt = W ., - 01 = ". + Q, - QO + o0 + (k, + k,)v
k1 = -kz.antiparallel beams

"b) wt + w$ = 0 2 3 - 0 2 - 2 = Q- .,, the beams are parallel.
In addition. for the Raman process. we have

(c) Wt1 = W2 * -W = - Q2 = o -0 + (kt - kz)v
k= kz, parallel beams

(d) wt + w2 = 0 2 w, - W 2 - 1= + f'2 the beams are antiparallcl where now
W, = w3 - u), - Q and w2 = 3 - w2 - Qz. We see that in all four cases, the tuning parameter
is velocity independent. When 2t = Qz, cases Ib) and 1c) become degenerate while the other cases L

remain unspecialized. We note that case (a) corresponds to the fIumiliar two-photon Doppler
free resonance and case (cl to Doppler free forward Raman scattering as in the Raman beat cirect.
Cases (b) and (d) are unusual nonresonant contributions.

-.......................................

............... °. .-.-............................
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These exact solutions can be used as a starting point for perturbation results of various kinds.

Expanding around these solutions leads to the following cases:

I) X1.2 4 W1.2
S I, + k1x) 2 I/w,, S2 = w2 + 'X 2 ),/W2

S3  - ix 1)'/w, + (X2)21/w2). (54)

2) w1 - W21 .

/2 2 + (X)2  X () 2

s= (w1 + W2 + - ! +W -)2  ( w, )
• + l(X) ) +-.2

S =. R~ 1 W 2  /TI + +2 ~2  (2)(55)
~\ ~((Xi 2 (w2

where

.1- = [(,v + w2)7 + 41X)2 + 4 (XZ)2] , .

3) I1x - xzi < xi.2 and w, + W2 4 X1.2,

(-))IV, + (Q2)2w-S, w V,)2 + (XI02 + (2) 2

-=W 2- )2 + (X)2 + 2- + W _Z) 2  2 (56)
S 2.3 + + (WI W2 w) 2 + (X) 2 + QX27

Nonperturbative results can be derived also in the limit Iwi - w21 > X , X2. Here, we derive
results that are analogous to those for the general N + 2 level problem which are given in (43).
From the graphical representation. it is obvious in the limit IwI - w2 1 > X that the mutual
interference of the poles w, and w2 can be made small, and we find with w, < w2 that

S, = I(Wt - VIW1  , s = {W2 + X,/ z)+ (57)

Dividing the characteristic equation (52) by (S - S,) (S - S2) leads to an approximate result for
the third pole

S3 -"-(,V1 + w2 + ,!V,. + X1 - / + X2). (58)
All the limiting values above are reasonably approximated by these expressions. It is important
to notice that the values Sj are not perturbation results that approach the undisturbed eigenvalues"
in a unique way. One eigenvalue can approach different undisturbed eigenvalues, depending on
the signs of w, and w2. This is an important property of the exact results as well.

In the opposite limit Iw, - w2 lj 4 X where the levels overlap due to power-broadening, we find

S,. 2 J (A -/±A2 + X-2 + X2) with A =jwI + w 2)

and

2 2
S3 2 2] + ... 59) ' :

X +X2
which corresponds to eq. (44).

, S.-.......
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7. Elgenfunctions of the stationary Hamiltonian

Once a solution is obtained in the resonance approximation. the poles can then be inserted
into eq. (8) for the amplitudes cl1:) and c2W:. The inverse Laplace- transformation is a trivial
procedure and gives explicitly the general results

CJt) = CXt. 00(), CAO) ... CMN 2(O)), (60)
which then can be used to derive various optical transients. At this point the problemn is solved,
but it still might be of interest in comparison with other treatments to deduce the eigenfunctions
from the general result. In doing so, we have to remember that a complete set of eigenfunctions,
exists only for a stationary problem. It is necessary therefore to invoke the rotating wave approxi-
mation so that the Hamiltonian and the eigenfunctions; are time-independent in the rotating
frame where

c( = edt: MOa,, C2A:) = AZ ± f'2),

and the signs have to be chosen equal for the Raman and opposite for the two-photon process.

7.1. N + 2 level case

For the (N + 2) level system under the assumption of two photon resonance and L =0 in
(39) we can write the unnornialized eigenfunction as

In) + {Sjg 12 -~I Ik>. 161)

Here, we have taken the initial conditions to be c1(O) - 1. c210) = c.40) - 0 so that It I and
1, = 0. Inserting the cigenvalues derived in the different approximations in (61) gives the cor-
responding cigenfunctions of the interacting system. For simplicity. we assume X = X2.. Thle
assumption of resonance leads to the exact cigenfunction

10)=i(II> - 12>), So=0 (62)
and reduces the dimensionality of the problem by 1. In the case of a 3-level system the assumption
of two photon resonance reduces the problem to an effective 2-level system, as in the Brewer-Hahn
treatment (II]

In the limit X << A, we Find e.g.

11)= N,(I I> + 12> - 2 -jI)>) S, A, + i21',A.

I N + 1) Nv, I (I I + 12) +- 1k S +63)

where the factor N, takes care of the normalization of the eigenfuniction. Note that the eigen-
junctions 11I) where I - 0. 1.2.. N + I are mutually orthogonal as can be seen in 162) and (63),
as expected. In the limit X 0 the above eigenfunctions are

0) = -Il> -12>). ItI>. IN + 1)+j2.

................................................ II -I") 711 > + 12 >) 64)

/2 2 ,*** t ~~ . -
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Thus, we get the linear combinations

It> ± 12>
and not I I>, 12>. This is quite obvious when we remember that thre assumption of two photon
resonance makes the noninteracting system degenerate in the energy level splitting A. - -1)

+o o. - t - Q, in thc rotating frame. Th~erefore in zeroth order theceveni and odd linear
combinations are tile proper eigenfunctions.

7.2. Three level case

For the general 3-level problem, without invoking a resonance assumption, we find for the
two photon process

I1)= N1{(St(S1 - w2 )-41(Xis 2 )l +~ 3 2 
3) 212> + 'X2-(SI - w2)13 > 1. (65)

Setting for simplicity X! 2~3 and using the approximate eigenvalues (57) and (58). there results

II)A - iV2 - ./ W xfl l + +x 12> + Jx2tA - %v2 - I'lv. +x2)13>1
2)= N2{iX2 12> -4'X(V - /I-22 y2)13>)

13) -N 3 (wV +Vl/v{T+X)(w, + Wfl'+X2-2v/i-t-2+x 2 )11>+X 2 2>+XA+V'/ I '

IVw 2  13 > 1. (66)

In the limit X - 0. the eigenfurictions reduce to three possible cases

12) -~12 >, 12 >, 13 >

corresponding to w1l, IV, > 0, 1 <0. 1V2 > 0 and sv,, w2 < 0. As we did not assume resonance
for the 3-level system, the eigenfunetions for vanishing coupling parameters are the undisturbed
functions themselves and are not linear combinations as in the N + 2 level problem above.

8. A simplified 2ppliCation: the Raman beat experiment [6, It, 12]

We consider a 3-level Raman configuration. continuously driven by a single monochromatic
field as in rig 6. The lower two levels are assumed to be degenerate initially. At time t = 0, thle
two lower levels are split by a Stark pulse and coherent Raman scattering commences. Tile off
diagonal matrix element P12 = c1c* established in thle preparative phase can be monitored then
as a low frequency beat. An important consequence of this experiment is that the Raman beat,
observed after switching the lower levels, shows only very weak power broadening. In the lowest
order ofa pproximation of 166) th is can be understood very easily beca use the level splitt inrg (o ("
does not depend on the longitudinal velocity. Perturbation theory in First order, therefore, gives
no power broadening at all. There has been an attempt [16] to do conventional perturbation

A" -7-'
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theory to higher orders by iterating the underlying integral equation of the density matrix

p =t) ei'"-PtlO) + i jeiit"'-rL 1p(t') dt' (67)

whiere tilc Louvlle commutators for the free and interaction Hamiltonians are

LO =[HO, ] and Lt=[HI, ].

t - 2!1

2
(al (b)

Stak Cell .

Fig. 6. %olecular -ner, level diagrams illuslragte l;) coherent preparation of a three level quantum yiiem during a Stark pulse when
the tevcls I nd Z 3re degenerate I,. I; and b transient forward scattering following the pulse because of the coherent Raman
beat elTect. A second frequency component U - "j., not hown in Ib is also emitted.

We conclude immediately since L. does not depend on intensity, that power broadening of inten-
sity-dependent 'dephasing cannot appear. Indeed, the claim [16] that no power broadening has
been found up to third order is certainly correct because power broadening will not be found
up to any finite order using this kind of perturbation theory.

Let us consider next how the nonperturbative results (57), (58) for the 3-level system predict
power broadening or an intensity-dependent dephasing.. For the time span t < 0 the two lower
levels are degenerate and the problem is exactly solvable. For times t > 0, we can assume that the
level splitting is large compared to the Rabi frequency, and therefore we can use the approximate
result (57).

The general wave function as derived above reads foirmally

PT) = A.•.( c,(O)}) e ' i,,,. (68)

The expectation value of the dipole moment operator p = g 1 1 1 <31 + 923 1"" <31 then can
be given in the form

(P>, = gY 3 " A*.A.3 exp {i1S. - S. )tl+ -( 2). 169)
ton'

We do not want to treat this example to full generality but rather show for a typical term how
dephasing comes abouL A typical contribution to the dipole moment for t > 0 is of the form

p> -. ,exp 1i(SI - S)t. (70)

The resonance denominator is established during the preptiration of the system at I < 0 for

: -.---.-.-,.. ~~~~~~~....-.........- :,- .,,;,,r-,,"am a= nn-
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w= w= w and we assume for simplicity that X, = X2. For t > 0. the resulting poles then become

s, tw, 2r + X2). (,=71) ." -

S2 = w2 + V/ 2  ), w2 =w+6 2,

where 61.2 describes the shifts of levels I and 2 from their initial position, and

w = w3 -W - fP-3 -401 -IO - kv = A0 - kv.

Without loss of generality we can set AO = 0. Then we find

S, - S2 = R6, - 62) - {,/(6, - ky) 2 + 7 2 + ./(6 - kVP + )- (72)

In the limit X -- 0 and for 6, < 0, 62 > 0 the difference of the eigenvalues S1 and S2 approaches
the nondifferentiable function

-62 + kv, kv < 61

(S - Sz) 6l- . 61  kv < 62

, -kv, 5 2 < kv. (73)

Besides the regions kv - 61 and kv , 6. the function is rather smooth. The resonance denominator
limits the variation of kv to IkvI < x. Therefore we can expand the function (S, - S2) around
zero, if none of the parameters 6 1. ,52 are zero.

We find

IS, - S2 ) = 61 - 62 + kx211/6 2 - I/6)kv + Iz2(l/ 6l - l61)(kvl 2 . (74)

The following special cases emerge:
1) 51 = 62 The Raman beat does not occur.
2) 61 = -62 The linear term in kv drops out.
3) 61 # -62 The kv dependence remains linear around kv = 0.

In case 3, we find, assuming the Doppler-width to be large compared with all other parameters that

p "exp i6i - 16e1 - (75)

where

1162 = i!/6 -1116.2

If 6 is of the order t,. 1,2 we conclude that the intensity-dependent dephasing of the Raman beat
is drastically reduced by the factor X2/16 2 .

The Doppler average of the induced polarization for case 2) is of the form

p ".ep {i(t - 5ir} fexp [ ilzZl,5 )lkvl2t]".,.
p -texp(0, f (kv)2 + X2 d(kv). 176)

The integral can be evaluated analytically and leads to an expression containing the Fresnel sin
and cos integrals. Because we are interested in the dephasing behavior, we do not write down the

%" %°
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run] expression but rather its asymptotic expansion for t-.

gen ral exresi. the Doppler • integration must b. hade numerically , . Her. wecon.ne
X~~ ,. Jf,

ourselves to cascs where X is a small parameter. The nonanalytic behavior of (S, - SO) for the
limit X - 0 in the neighborhood of 6 1, 6. does not allow us to expand the roots in the case where
one of the lower-levels remains at resonance (magnetic state M =0) for t> 0. It seems that this
case has to be treated numerically as well.

Appendix A

The formal eqs. j 18) and (19) contain all of the terms indicated in 18). Since ri is an operator.
it may not be immediately evident which terms are being retained in (18) and (19). leading to the
derivation of equations (22H-25). For the Raman process, we intend that (18) include the diagonal
terms l ~ ~ ,(l

P-1-I +1 Y -l7 +1Y n 1, (A 1)

which as mentioned earlier are resonant and antiresonant contributions. The off-diagonal terms
included are2/

I 11-~ 2 + I- n - 2 (A2)
where the first is resonant and the second antiresonant. These diagrams correspond to the following

+' ifl +,:",+i

(X2) (i~ 2  2 ~ X i'
+. c1 ()+ . I(:)+ C.,(Z+mA)+- + ~'.iz+iA)I

+ + Mx+p(- z + u,;,- Ki2- z + t} +, "Q
(AM)

Other resonant terms such as c,(: + 2i,) and che: + iso + idy) are neglected. A similar equation
for c,(:) can be derived from (M) by the sub-index interchange I -2. After the transformation
(17L c1 : + i1 ) e , s we can write (a) in the form ofeq. (18) whme

if~) =~i~ FW" - co 2~ a),Wf - CW

- ~ 0 2f) [(j .n( b'j w l) 2J

I + 1W, (A4)

limi jz +- in. +h negbrodo__"2 osntalwu o xadterosi tecs hr -"

+ Ap pni + iA 1 + M

...........................................--.
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Selection of the terms in (Al) and (A2) thus allows us to truncate the hierarchy of equations, as
r, 2 is a c number rather than a translation operator and the coupled c1(z) and cz(z) eqs. (20) and
(21) are now in closed form. Equations (22H--25) are derived easily from (A4).

Appendix B

Even though the two-level atomic quantum problem is well known, we include it here for easy
comparison with eqs. (22H23). We assume that an electromagnetic wave resonantly excites a two
level quantum system in the transition 1 - 2 where the lower level is labeled 1. The atomic wave
function

0t(t) =c 1(r) I > + cz(t) 12) (13 )

satisfies the Schrddinger equation

ilnk = HO (132)

where the Hamiltonian

H =HO + HI (133)

contains the free atom and atom-Field interaction terms. The equations of motion

H I HI H1

Ct(t) It -HI H 2 C20),

62(t) I C2(0 -1,C()

subject to the Laplace transform become

(z + iH I 1/h)c (z) =c,(0) - i H, 2 ()

H2  (135)
(z + iH22/hMC 2(:) =C 2(0) H2- t)

Comparison of (B5) with (20) and (21) leads directly to the effective Hamiltonian matrix elements
H, and H 12. eqs. (22) and (23).
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Optical free-induction decay of the Fj center in NaF"'

R. M. Macfarlane, A. Z. Genack," and R. G. Brewer
IBM Research Laboratorv San Jose. California 95193

(Received 20 October 1977)

We have measured the optical dephasing time T2 of the 14 - 1 E zero-phonon transition
of the F color center in NaF by optical free-induction decay. In this way we eliminate the
effect of the 54-GHz inhomogeneous broadening, and find a homogeneous linewidth of 20 t 5
MHz (T - 16 ± 4 nsect We have also measured a spontaneous emission lifetime of Tt - 10 ± 2
nsec. In the range I 5-4 K. our rsul'ts .i r- n.,: Acnt sith the relation T, = T:. indicating
that opttcat dephasing is limited by population-decay processes. This relation was even more
clearly demonstrated by performing the same experiment on the D lines of sodium vapor at
3 x 10- Torr, where the effects of collisions are negligible We find that the dephasing is again
limited by radiative decay, and that T2(32 *_3 nsec) -2T,(16.3 -0.4 nsec).

1. INTRODUCTION Here, Aw is the laser frequency shift and the FID
damping rate

Color centers in alkali halides have been studied -= + (r 2 + l 2)1/2 (2)
spectroscopically for many years,' and have recently is a function of the dipole dephasing time
attracted renewed interest because of their promise as
materials for tunable cw lasers.2 In spite of this, rm lI/T2  (3)
there appear to have been few studies of their homo-
geneous linewidths . In this paper we apply high- and a power broadening term
resolution laser techniques to the problem. f2 (xZF/2rr2 )(r+r2 -v) (4)

A number of color centers, especially aggregate
centers, exhibit relatively sharp zero-phonon lines. For this two-level quantum problem, the upper level
in addition to the strong broad multiphonon side- (labeled 2) depopulates at a rate F2 and the lower
bands which give rise to the "color" of the materials, level (labeled 1) at a rate rF. The radiative spontane-
Relaxation of these sidebands is dominated by the ous emission decay rate for the transition 2 - I is y
fast relaxation of the vibrational states. Therefore, in and x - ( )/ff is the Rabi frequency, F being the
order to observe the homogeneous dephasing of the transition dipole moment and E the electric-field vec-
purely electronic state of the centers, it is necessary tor of the laser. Note that when the upper state
to investigate the zero-phonon lines. Spectroscopy of depopulates solely from radiative spontaneous emis-
color centers has, in the past, been limited by the in- sion, i.e., 1'2 - Y, then F2 _ xOF/2F2 independent of
homogeneous (strain) broadening of these lines, the value of 17. At low laser powers (F" << F2), the
whereas at the lowesi temperatures it should be pos- polarization decays in a time +T 2, and this gives the
stble to observe a linewidth limited only by the popu- homogeneous linewidth ( rT 2)-. In our earlier

lation decay rate. Such a result is demonstrated here. "eowe-';Wemeasurements on solids we investigated the dephas-Wehv eetyson htteotclfe-ing of the 'D2 - .H transition of LaF5 : Pr3 +, ""-

induction decay5 (FID) can be used to eliminate the where T 2 I sec. Here we have extended the tech-

effects of inhomogeneous broadening in solids at low n t her s ped er to t to
nique to much higher speeds in order to apply it to . :

temperatures. In our FID experiments, a coherent the color center system and to atomic sodtum, where
polarization is induced in the sample by resonant ex- radiative decay times are rather fast (-10 nsec).
citation with a narrow-band laser. The sample then
exhibits the FID effect when the laser frequency is
abruptly switched outside the homogeneous II. LINEWIDTH CONTRIBUTIONS
linewidth.' The resulting FID beat signal under these Before presenting the measurements, we will dis-
conditions is given by7  cuss contributions to the homogeneous linewidth in

terms of a two-level quantum model and compare
some limiting examples of the optical case witn the

Vx o [ - r/(F? + 1:i"2 ] well known magnetic resonance and infrared cases.
In general, the totol dephasing rate is made up of

xexp(-[F +(I+ + r )]/}tcosAw, . (I) lifetime and phase interrupttng effects. In the latter.

17 2821
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In the case of extreme homogeneous broadening when r/a>>at, Eq. (1)

simplifies to give the NMR result

2 2 -t/T -iw ' -Q') / -iE(L,t) KE e 2 e-(2l ')t llT2 -i-
0 2 2 + c.c., (5)

and then T2 may be obtained in the absence of the above interference

phenomena.

In extending this subnanosecond technique, it is evident that other

coherent transients involving pulse preparation such as adiabatic rapid

passage and -photon echoes can be applied in quantitative optical dephasing

studies where the time scale may be reduced even further.

The technical assistance of D. E. Home and K. L. Foster proved most

valuable and is acknowledged with pleasure. Conversations with A. Z. Genack

are appreciated also.
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Doppler peak, as in Fig. 2(d) where (w 2 1-Q)/27r- -1 GHz, in agreement with

(3) and Fig. l(d). Furthermore, the first order FID beat frequency of

6.5 Hz in Fig. 2(a) is given by w 1-Q', and is confirmed in other

experiments by varying W2'.

On the other hand, the nonlinear FID becomes more prominent when w21 -%

is small, as it is in Figures 2(b)-(d), due to the large amplitude

preparation of the resonant veZocity group. Compare with Figs. l(b)-(d).

The decay, which persists beyond the first order FID, is exponential in

agreement with Eq. (2), being given by -eXt in this power-broadened regime

with X-0.8 0Hz. Note that the decay is faster in Fig. 1 as X-2.3 GHz. The

observed beat frequency of 5 GHz is given by the laser frequency jump

(.Q-Q')/27r and is verified in other experiments where this quantity is

varied. These signals are also absorptive since their phase is invariant --

to laser tuning. In Fig. 2(c) where w -a-0, a dramatic interference
21

between the linear and nonlinear FID occurs near the time origin, as in

Fig. 1(c). Thus, all of the predictions of Eq. (1) seem to be obeyed.

In addition,'in Fig. 2(d) where w 2-,--l.0 GHz, the laser is tuned midway

between the two hyperfine components producing a modulated pattern, not

present in Fig. (1), due to a 1.8 GHz interference beat of the ground state

hyperfine splitting. The origin of this beat is being studied further

through its Fourier transform spectrum. Quantum beats have been observed

previously in the upper state by spontaneous emission, in the lower or

upper state by modulated photon echoes, and in superfluorescence but at

frequencies which are at least one order of magnitude smaller.

. . .. . . .. . .. . . .. . . .. . .. . . ... . . . .

S. ~. . . . . . . . .
... . .* * * *I I I I m I I I I I I " ! ! ' " I I 1 " 1 " " "I 
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refractive index from n0 to n.. Since the propagation velocities of the

optical (c) and dc (v) waves differ, the light will experience a

.ime-varying refractive index and hence a frequency shift

n l-no
-o . VO v (4)

n C±V
0

where the waves may travel either in the same direction (minus sign) or

opposite direction (plus sign). Frequency shifts in the range 0 to 10 GHz

have been achieved with a duration of 1.5 nsec, a rise time of -100 psec,

and at a rate of 17 MHz/volt.

In testing the above FID theory, we examined the behavior of the sodium

D line at 16,956.16 cm using a 10 cm path length of Na vapor at

-6-2x10 Torr with 5% of the laser beam being absorbed. Figure 2 shows the

observed FID heterodyne beat signals for different values of w21-0 where

the frequency jump (Q-a')/2"-5 GHz and the laser power density is 3 W/cm2

(0-0.055). Note that the large frequency switch makes it possible for

the first time to switch completely outside the Doppler linewidth, which

for Na is 0.77 GHz. We see that as the inItial laser frequency 0 is tuned

through the Doppler lineshape, the FID changes remarkably, displaying a

rich assortment of new affects, in agreement with the results of

Eqs. (l)-(3) and Fig. 1. Thus, in Fig. 2(a) where (w21-M/2- 1.5 GHz the

detuning is large enough so that only the first order FID is evident and

only the off reson t veZacity groups contribute. The decay, which

obviously is nonexponential, is complete in 500 psec, as expected since -'

T2 u340 psac. Due to the high laser intensity, the signal is dispersive

and thus reverses sign when the laser is tuned to the other side of the

• .. . . , . . .-. - - ... . . . -.-,. J* - ... . ._ . -.. . - .. , , ...*. . -, - , ,. .. ° . . '
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and a dispersive part, which depends on the initial laser frequency through
2

the factor (W2 1-M) Here, the decay is a Gaussian, e(t/2)

Consequently, at short times the first and higher order FIfD terms interfere

in a variety of interesting ways, dependent on the particular conditions

of light intensity and laser tuning. Numerical solutions of the general

expression (1) are obtained using an error function subroutine, and t*he .

results of computer plots are given in Fig. (1) for the Na D line where1
(Q-Q')/2w-5 GEz, a-5.8 Gaz, r-i.6 GEz, X-2.3 GHz, T2-32 nsec and rni-.019. At

lower light intensity when x-0.8 G z, the interferences are less striking

and more closely resemble the observations of Fig. 2, which we now consider.

In the present optics, light from a Coherent 599 cw dye laser is

8frequency switched by a travelling wave electro-optic phase modulator

that is external to the laser cavity. This beam excites a sample

resonantly and with the forward FID emission strikes a fast GaAs

photodiode. The photo-detector of 2 mil diameter has a 30 psec response

time or less and is mounted directly on an S-4 Sampling Head (25 psec

response) of a Tektronix 7904 oscilloscope with a 7S11 sampling unit. The

time-averaged transient signals are then sampled and stored digitally

using a local computer"

The optical phase modulator is a lithium tantalate crystal

(0.SxO.65x50 m 3 mounted in a stripline microwave transmission line. A

square wave dc voltage pulse (Tektronix 109 pulser with a 700 Hz repetition

rate) applied to this configuration propagates with the light wave down

the length of the crystal in a time of 1.5 nsec, changing the optical

., . . . ............ ,................ . .. . .-.. ,,..... . .-. .. . ., . .,. ,: . .: -.-.. . , .. .: ..-.- .- ....
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matrix element; and the saturation parameter nrl/(T2r). This expression

is nearly exact within the rotating wave approximation and the slowly

varying envelope approximation for an optically thin sample of length L.

7
In the asymptotic limit as t , Eq. (1) yields

2 2 -t/T -rt -62la2E (L.t) - 4(n-l)E oK e 2 e-  e cos(0-0')t, (2)

4,5

the anticipated nonlinear FID transient where the emission occurs at

the initial laser frequency Q and produces with the laser beam a heterodyne

beat of frequency Q-Q'. Note that the signal is nonlinear in the laser

intensity due to the factor E2 (-1), the signal is absorptive, and the decay
0

is an exponential with decay rate 1/T2+".
2

In the short time limit t<2r/a 
2
, we expand the error function 7

M(z) = l+ +i-... for z<l,

retaining only the first two terms to obtain the initial behavior of the

first order FD

2 - 2 e-t/Tr • t"i) 2
Ej(L,t) 4EK 2-t/ e

1 1 -) cos(W ( -a sin(w2 -Q')t (3)

This radiation peaks at the Doppler line center at frequency w21 and

produces with the laser beam a beat of frequency w21-'. The signal

amplitude is linear in the laser intensity and contains both an absorptive



2

switching. The well-known nonlinear FID4 may be long-lived with a decay

time determined by the power-broadened homogeneous linewidth. We view

these two forms of FID as the transient analogs of steady-state linear

and nonlinear (hole-burning) laser spectroscopy of an inhomogeneously -.'

broadened s - Fu-er=ore, the incraa3ed time reso-ucnl ner-its

the first observations of very high frequency interference beats, for

example due to the 1.8 GHz hfs splitting of the sodium ground state.

5
The above properties of FID follow from a density matrix solution of

the Schrodinger wave equation where we ass-e that a Doppler-broadened

atomic transition 1-2 with center frequency w is coherently prepared in

steady-state by a c- laser beam. The system then radiates the FI.

transient when the laser frequency is suddenly switched from Q -* 2. We

make use of an earlier derivation5 of the Doppler-averaged polarization

2and express the FID heterodyne beat signal in terms of an error function

of complex argiesntP(x+iy),6 '

22 2 -t/T2 -(at/2) e-i((. ')t
EbLt) KE a 2ae

x+ (n-)(-n + a C .c.

Here, all frequencies are in angular units; the dipole dephasing tme is

T2 ; the population decay time TI; the Doppler linewidth is a; we define

the inhomogeneous dephasing time T;22/a; the quantity S21- ; the

power-broadened linewvdth is t- IT2  'T,/T 2 ; the Rabi frequency is

-UIEo/11 where E is the laser field amplitude and 12 the transition

-- -. -°° - - -
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The method of Ulser frequency switching,1 utilized recently in

generating coherent optical transients, has provided new ways for examining

1 2 3the dynamic interactions occurring in molecules, solids, and atoms.

In this work, the frequency of a cw dye laser is abruptly switched by

means of voltage pulses applied to an intracavity electro-optic phase

modulator. A resonant sample in the path of this light exhibits coherent

transients which are detected in the forward beam, allowing dephasing and

population decay times to be measured thus far in the range 1 microsecond

to 5 nanoseconds.

In the present study, laser frequency switching is extended to a time

scale of 100 picoseconds. This fifty-fold increase in time resolution is

achieved without sacrificing the previous advantages of heterodyne

detection, high sensitivity, and the ability to monitor the entire class

of coherent optical transients by preselecting the voltage pulse sequence.

Hence, quantitative studies of coherent optical transients in this time

domain are now feasible.

New coherence effects may also arise at these short times as

4illustrated here for the optical free induction decay of an

inhomogeneously broadened transition. This transient displays a

polarization containing both a first order and a nonlinear laser field

dependence having different decay times, heterodyne beat frequencies, and

laser tunin characteristics. The first order FID, which was predicted,

decays rapidly in the time of an inverse inhomogeneous linewidth a and
2

. - is observed in the time domain for the first time by laser frequency

* . " ."
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ABSTRACT: By extending the laser frequency switching technique to a
100 psec time scale, we have observed for the Na D1 line the first order
free induction decay (FID), its inhomogeneous dephasing time T2 , its
interference with the nonlinear FID, and a 1.8 GHz quantum beat of the
ground state hfs. Detailed theoretical predictions of these new coherence
effects are faithfully observed.
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-* . .this temperature range. At higher temperatures this F1 of No 0 line
will certainly no longer be true. and phonon scatter-
ing will provide the dominant contribution.

We have seen that under our experimental condi-
tions, r. is very small for the color center, and this
provides a nice example of the limiting case of Sec.
11 C, viz., T., - 2T 1. It is expected that a low-pressure
gas, in which collisions are negligible-the classical I L I 30 40L
system where I-,, 0 would provide an even clearer t(sc
illustration of this. We have thr! F i~ud~e-j ic

*optical FID of the D lines of atomic sodium. The ex- FIG. 4. FID of ihe D) line (2 1 ,2  
2S1. at 5889.95 A) of'

perimental apparatus is the same as used for the FID atomic sodium at 3 x 10-5 Torr.
in the F* center, but the signal-to-noise ratio was
sufficiently high so that the data were not averaged. Below 4 K the dephasing is limited by population-
and Fig. 4 shows a typical single oscilloscope trace. decay processes. Our data are consistent with the re-
At a pressure of 3 x 10' Torr. we find for the lationship T2 - 2T 1, and correspond to a homogene-
3p 2P., *-3s 'S P2 transition at S889.95 A, T2 -3 2 t3 ous linewidth of 16-20 MHz which is much narrower
nsec. which is twice the radiative decay time T, of than the inhomogeneous width of 54 GHz. This sug-
16.3 ± 0.4 nsec.21 gests the possibility of very high resblution spectros-

The case T2 2 T, has also been observed recently copy of color centers, to study for example, the effect
in photochemical hole-burning experimentA2 It con- of applied perturbations. The regime of population
trasts with our earlier measurement of FID in decay limited dephasing was further explored by opti-
LaF3:Pr., 4 where the forbidden 'D 2,-

3 H 4 transi- cal FID measurements on the D lines of sodium va-
tion gave a long Tj (500 jisec), and r, >>r, por.
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from Eq. (1) with r-0. the signal measured is

,-constcos9()exp(-21/T2 ) , (7)

"A - "the envelope of the beats giving . T,. The dephasing

time (T2 - 16 ± 4 nsec) was obtained from the data
by computer fit to Eq. (7). including a shift in base-
line (see Fig. 3) after the frequency switch.

V. DISCUSSION

We begin by discussing the effect of the fast fre-
quency switch on the observed signal. The voltage
rise time in this experiment is only slightly longer
than the round-trip time of light in the cavity t,. -2.5

0 2 nsec. Consequently, light in different parts of the

nac cavity at a given time will not have experienced an
equivalent phase-frequency modulation by the vol-

FIG. 3. Optical FID measured in the zero-phonon line at tage across the modulator. A general discussion of
5456 A using a 500-V switching pulse. the phase-frequency modulation of the laser for arbi-

trary applied voltage is given by Genack and
Brewer.'2 We merely note that the laser-frequency

that which would produce saturation r 2  >> see shift here is in contrast to previous experiments'
Eq. (2)]. The laser frequency is then switched to w, where the rise time (-10 nsec) of the voltage was

by applying a voltage across an electro-optical modu- considerably longer than t, and the rate of phase ad-

lator in the cavity, and the sample freely radiates at vance was fairly uniform. The fast frequency switch

w. The light beams from the sample and the laser introduces sidebands on the laser whose amplitudes
interfere, producing beats at wo - w, which are detect- increase with increasing voltage.18 The jump in ab-
ed by the p-i-n photodiode. The .4DP modulator sorption in Fig. 3 then appears as a consequence of

was supplied by Lasermetrics19 and had a switching the increase in spectral width of the laser which

coefficient in our laser of 0.6 MHz/V. To observe reduces the degree of saturation.
the FID signal it is necessary to switch the frequency We now turn to the experimental data, viz.,
in a time less than T2 and by an amount greater than T 2 -16 t_4 nsec (i.e., a homogeneous linewidth of
the homogeneous linewidth so that the laser does not 20 _ 5 MHz) and Tf -10 ± 2 nsec. These suggest
continue to interact with the original group of that the dephasing time r-1 is greater than 50 nsec,
centers. It is further advisable to shift the laser fre- and are consistent with the relation 7', - 2 T obtained
quency by several linewidths. since then several beats in Sec. IIC with r.-0. At the lowest temperatures,
will be observed in a time T2. We used a high- population-decay limited dephasing occurs because
voltage Huggins pulser. which is a charged cable the optical transition is allowed, so the r2 >> r,.
discharged by a mercury relay at a 60-Hz rate. This Several measurements are relevant to the smallness
low repetition rate gave us a relatively poor signal to of r,, in the F3' center. From the measured decay
noise ratio (e.g.. compared to Ref. 4). Signal averag- time, the oscillator strength of the 'AI -'1E band
ing was performed with a Tektronix sampling oscillo- is -=0.1. and since the integrated absorption in our
scope, using a 100-sec scan with an integrating time sample is =[03 cm -2, we estimate the concentration
constant of 1.5 sec. A rise time of 3.5 nsec was ob- of centers to be ==10 cm - . At this low concentra-
served across the phase modulator and terminating tion energy transfer is improbable, especially since
S0- Q resistor. The signal observed with 500 V the zero-phonon line has only about 10-3 of the total
switched across the modulator, is shown in Fig. 3, oscillator strength. The g value of the 'E level of
the beat frequency corresponding to the 300-MHz (g -0.04) (Ref. 16) is small, so the hyperfine field of
laser-frequency switch. The phase of the beat 9() is the F- ions which is less than 10 G. would produce
equal to the additional phase imposed on the laser less than 0. ' of broadening. In any case only a
light by the voltage across the modulator. The beat small fraction of this contributes to the homogeneous
signal decays because of (i) dephasing processes width, since nuclear T, processes due to mutual spin
affecting the individually excited isochromats and (ii) flips (-20 issec),- are slower than the optical de-
the homogeneous linewidth (-T.' ) excited in the phasing. Finally since we found T, to be indepen-
steady-state preparation process. Hence the observed dent of temperature from 2 to 4 K we conclude that -771
rate is twice the intrinsic rate, i.e.. 2/T2. As seen phonon scattering does not contribute to dephasing in .1

.-:.1, ,-
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temperatures or molecular concentrations r, * 0 and 20
T, and TZ are unrelated.

Ill. F1 CENTER IN N&F 10

The FJ" center in NaF which we study here is an
aggregate center composed of two electrons localized
around three adjacent F-ion vacancies lying in a
(I 1l) plane [see Fig. l (a)I. 2 Our samples were
prepared by Professor F. Laty, by x-ray irradiation of
NaF for about 12 h at room temperature. In addition 2

to the F3
+ center, there are expected to be other ac-

tive centers. In particular, there is some background
absorption from M centers.3 The inhomogeneous
width of the 5456-A zero-phonon line in our samples, 10 10 20 30
measured at 2 K, is 54 GHz (1.8 cm-1). and the con- Time (nict
centration of centers was such that we had 52% absorp- FtG. 2. Decay of the fluorescence intensity (I) of the
tion at the peak of the line, in a sample 4 mm thick, 'A, - E transition measured at the peak of vibronic band

Previous absorption and emission studies under ap- around 5800 ,A. The ordinate measures the difference in in-
plied stress ' 14 led to the assignment of the ground tensity under resonant I (res.) and nonresonant I (non. res.)
state as an orbital singlet and the excited state as an excitation. The sample temperature was 1.8 K.
orbital doublet, and they were consistent with a trigo-
nat symmetry for the center. The orbital degenera-
cies were confirmed by Stark-effect measurements center'3 which is also present in the sample. In order
and the center was shown to have C3 , symmetry. A to obtain T, for the zero-phonon transition, we sub-
simple theoretical model" predicts that the ground tracted the fluorescence sinal in the case of near-
state is a spin singlet and hence that the observed resonant excitation (5461 A), from the signal ob-
strong optical absorption arises from a singlet-singlet tained in the case of resonant excitation (5456 A).
transition (i.e., 'A, -IE). Davis and Fitchen16  This involved approximately a 30% correction to T1.
confirmed the singlet-spin nature of the states by mag- The results at a temperature of 1.8 K are shown in
netic circular dichroism measurements, and further Fig. 2, and give an exponential decay with T, - 10 + 2
found that the orbital moment of the 'E level is nsec, which is close to the value of T, -8 nsec ob-
quenched, probably due to the dynamic Jahn-Teller tained by Modi et al. " for the F{ certer in LiF at
effect. We came to the same conclusion from our 4874 A. The time origin was taken to be 6 nsec after
Zeeman measurements on the zero-phonon line in the onset of fluorescence by which time the exciting
fields up to 70 kG, which gave Ig(E)I < 0.1. pulse had terminated. As we have seen, T, is still

defined in terms of a two level system even though
the dominant decay path is to vibronic levels of the

IV. RELAXATION MEASUREMENTS ground state.

A. Spontaneous emission
3. Dephuasln8 tIme (T2 ) -

The population decay (TI) of the IE excited state

was studied by observing the fluorescence decay in the The value of T2 at 1.8 K was obtained from the
phonon sideband around 5800 A after pulsed excita- FID observed by the method of laser-frequency
tion of the sample using a nitrogen-pumped dye laser switching which has been described elsewhere. 1
with i pulse width of 5 nsec. The quantum efficiency Here we will briefly outline the experiment and em-
of the transition is very high, so a high speed phasize differences from previous experiments which
(HP5082-4227) p-i-n photodiode could be used to are introduced because of the short time-scale of the
detect the fluorescence. After 30 dB of amplification, present measurement. ,
the signal was displayed on an oscilloscope. The total The sample is coherently prepared by irradiation at
electronic bandwidth of the apparatus is estimated to a frequency wo with a Spectra-Physics single-
be 350 MHz. A Corning 3-66 filter was used to elim- frequency dye laser. This is in resonance with a set
inate laser light scattered from the exciting pulse. of F* centers within the inhomogeneous line, and it

• The data were taken from photographs of the oscillo- induces a polarization with a width determined by r
scope trace. and the frequency width of the laser. The laser width

The zero-phonon line of the '.4 1 -'E transition was less than I MHz, i.e., negligible here, and the
rides on top of the phonon sideband of the M power used of up to 10 mW unfocused was far below

Jr-'z.
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F* Cente in NaF downward transition rates are equal (r, - rz). Since
T is defined as the rate at which the population'

,: difference relaxes to equilibrium (in this case
n,-n 2 aO) it can easily be shown that T,+-z - .

Further, when the mechanism for population relaxa-
F- Na' tion and pure dephasing is the same (e.g.. fluctuating

dipole-dipole interactions).' there is a definite relation
between I', and T.. For dipole-dipole interactions it
has been shown" that the dephasing and population

(a) ,, decay contributions to T, are equal. This gives
T,) - T,T which es ar. a "u ;P-. :! - . .lationihip in

the presence of nonvanishing r..

Na B. Infrared transitions in a cas

Here the initial and final states ate relaxed by colli-
1E sions into nearby rotational levels. In the usual case

these rates are equal, 0 and there are no purely de-
phasing terms," i.e., r, - r, r.-0. T, - rf- , and

Vibronic T -T.

(b) 0-0 T, =1 Onsec
C. Optical transitions

For this case kT << E so that the upper level is
not thermally populated. In a low-pressure atomic

t A1  gas with a dominant relaxation path (e.g., Na) we
again have a true two-level system as in Sec. II A.

FIG. I. (a) Model for the F center in NaF. Two elec- The lower state is normally the ground state so
trons are localized around three adjacent F- vacancies in the F, -0. The excited state population decay is limited C
(I I) plane. (b) Energy-level diagram for the 14 - 1 E by spontaneous emission. At low pressure r.-o so
transition at 5456 A. Most of the intensity of the transition that r - 1 r:. Now T measures the rate at which the
is in the multiphonon vibronic band which peaks about 1000 population difference relaxes to the condition n 2 -0.
cm-1 from the zero-phonon line. nt N, where Nis the total population. This rate is

given by

the level populations are unchanged, but a random hZ -hi -- " 2 [(n,- "I) -N] (6)
jump is introduced in the relative phase of the ampli-
tudes of the coherently prepared states in the wave and T, - r' . We now have T.-2TT, in contrast to

function. The total dipole dephasing rate is given by8  the cases in Sees. 11 A and 11 B. Note that for a two
level system it is only when r, -0 (this case) or

r-T(r, + r2) +-r, , (5) I - r 2 in Sees. 1i A and II B, that T, is defined.
In solids, phase interruptions are usually caused by

where r. is the rate of phase interruptions. The phonon scattering, fluctuating hyperfine fields, or
rates r, and F can often be simply related to the re- ion-ion interactions. At low temperatures. phonon
taxation time T, as we see below. The factor of -+ in scattering and absorption can be frozen out. In the

Eq. (5) arises since dephasing (r,,) reflects the ran- special case where the other contributions to F, can be
domization in the relative phase of two amplitudes, neglected, then again T, - 2 T1. Note, however, that
whereas r' and F, are the decay rates of populations a ommon situation in solids is for the dominant ra-
which are given by the square of the amplitudes. diative pathway to terminate on excited phonon lev-
Hence the populations decay at twice the rate of the els of the ground state [see Fig. I (b). for examplel.
corresponding amplitudes. There are some interest- When, as is almost always the case, these phonon
ing limiting cases of Eq. (5). levels relax to the ground state in a time that is short

compared to the decay from level 2:it is possible to
-A. Magnetic resonance replace the complicated level structure by the two

levels I and 2.
The normal case is kT >> E (the energy-level The simplc relations between T and r: discussed

difference), so that the thermally induced upward and above do not, of course, hold in general. At high

......
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Figure 1. Numerical solutions of the FID heterodyne beat signal EJ(L,t)

of Eq. (1) where X!-2.3 GEz, (n2-(')/21rm5 GHz, and (w 21-)/2, in GHz equals

C)1.5, (b) 1.0, (c) 0.0, and (d) -1.0. See text for other parameter.
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Figure 2. Experientalt FW heterodyma beat signals where X- 0.8 GRz and

(w Q)/,,rin G~z equals (a) 1.5, (b) 0.7, (c) 0.0, and (dj -1.0. The laser

frequency shift is (62-Q')/27r-5 GEz, corresponding to a 335 volt dc square

wave pulse. The gain in (a) is 2x.
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OPTICAL FID MEASUREMENT OF LOW TEMERATURE DEPEASING IN Pr :La*

3
R. M. Macfarlane
A. Z. Genackt
S. Kano
R. G. Brewer

IBM Research Laboratory
San Jose, California 95193

ABSTRACT: The temperature dependence of the dephasing rate of the H - 3E
transition in 0.05Z Pr3+:LaF 3 has been measured between 1.8K and 4.5K2b 4
optical free induction decay. One-phonon absorption between the two lowest
crystal field components of 1D is the dominant relaxation mechanism above
-3K.
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Optical dephasing of the D 24 tanito of dilute (.05%) Pr3 in

LaP at 1.5K has been reported [lb, and recent measurements have explored
3

the temperature dependence in the range 1.8K to 4.5K [2]. The transition

studied at 5925.2A is that from the lowest crystal field component of3R4

(the ground state) to the lowest component of D These are electronic

*singlet states which couple to the Pr nuclear spin r-5/2, via

quadrupolar, and second order dipolar interactions to give framers'

doublets separated by -l1Mfz (see Fig. 1).

The dephasing times were measured by optical free induction decay

(FID) following frequency switching of a cw dye laser (3]. The effect of

depleting the ground state population by optical pumping (4] was minimized

*by scanning the laser slowly through the inhomogeneous lineshape. To some

extent, this allowed timefor the hyperfine levels to relax, but more

importantly it reverse-pumped the hyperf ine levels by sweeping successively

* through the resonances a,b,c of Fig. 1. The degree of saturation between

H r an l r which occurs on a time scale of the excited state lifetime4 1 ad 21',x

* of 52Oiisec (4],has been reduced by amplitude gating the laser as described

below.

At temperatures where T-_0 we expect two contributions to the intrinsic

dephasing to persist. The first is due to the spontaneous emission

lifetime (T1 50isc ofte D 2r state which contributes a linewidth of

l/irT (FWHM)-300Hz, where T =2T 1  The second arises from the fluctuating

magnetic fields at the Pr site due to mutual spin-flips of the

surrounding fluorine nuclei, the time scale for this being l7usec (5],

* •

.*.~ .... . . . . . .. .
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and the corresponding iinewidth 17kHz. At present the frequency jitter

of our laser prevents measuring these small effects, but it has been

possible to determine when phonon induced relaxation dominates the

dephasing process.

In our earlier measurements of the dephasing rate at 1.5K [11 an

optical linewidth of r-830kHz was obtained but its origin was not clear.

We have now made careful FID studies of the dephasing of the 5895.84A line

of 2 vapor and these indicate that most, of this linewidth is instrumental

and arises from laser frequency jitter. For example, the linewidth of

this iodine line extrapolated to zero pressure and zero laser power is

780kHz, and the FD decay is exponential (i.e., the jitter contributes a

Lorentzian lineshape). In the absence of laser frequency jitter the width C

is expected to be 160kHz corresponding to the measured 12 radiative

lifetime of 1.02usee. The difference of 620kHz we attribute to laser

jitter.

Other sources of line broadening which we found to contribute about

150kHz arise from saturation effects, and' t a lesaer extent heating by

the absorbed laser energy. These were eliminated as follows. Instead of

uniforml7 reducing the laser power P, with a consequent large decrease in

F? amplitude (4P 2 we gated the amplitude of the 12mW laser so that it

was on for lOusec and off for 500usec (-T1). This maintained a high peak

power for the FID, but low average power to reduce saturation and also

heating, since heat is released to the lattice on a time scale of T 1,

Laser frequency switching occurs in the middle of the laser 'on' period,

-.

. . . .. . . . .. ..... .........
'- ,, .. - . "" "'' ". [. . . .. ..... . .. . . ...,........ [. .. . '""'.', . '- " ,.,'- . .", . .'' .
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3

which lasts -10T2 (6]. The data obtained in this way are shown in Fig.

2. As is shown in Fig. 3, the FID signal at the lowest temperature of ..-.

1.8K is exponential, and corresponds to a linewidth of 660kHz which as we

have seen is mostly laser frequency jitter (7]. The residual width at

Tz-O was subtracted from the other measured points to obtain the

temperature dependence of the intrinsic dephasing. This is shown by the

solid points in Fig. 2.

ID 3
The temperature dependence of the homogeneous linewidth of the H.'

transition has been studied at higher temperatures by conventional

spectroscopy [8] and by fluorescence line narrowing (FLN) [9]. The FLN

linewidth was fit by the expression [9]:

r - 0.7 n(23) + 50 3(57) + 125 ;(76) GHz

where n(w)-(exp w/kT)-l] is the phonon occupation number. This

expression is derived from a model [5] in which a single phonon is

absorbed, either in the ground or excited state, and induces transitions

-1between the low lying crystal field levels (23cm in the excited state,

-1 -l57cm and 76cm -I in the ground state). In the temperature range of

interest to us here, only the first term survives with any appreciable

magnitude, i.e., the fit to the high temperature data extrapolates to

r-7x105;(23)kHz. This is shown by the solid curve in Fig. 2, and is seen

to be in very good agreement with the experimental points. This provides

additional evidence that the dephasing above -3K is dominated by 1-phonon

absorption between the lowest two crystal field components of 'D2 separated

by 23cm 1 .

. .. .. .. .
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Pr3+: LaF3

D2 '2

±1/2
1D2 r5/±3/2 8.4 MHz

a

±5/2
3 H4 r1 ±/ 25.5 MHz

±1/2

crystal hyperfine

field splitting

Fig. 1 Energy level diagram for Pr 3:LaF3 showing the 5925.2A transition
and the lowest excited component of the ID2 term. Temperature dependent
dephasing at low temperatures arises from 1-phonon absorption 1D (rl-r2 )
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D2 
3 H4  Pr3 :LaF3

o Pm(measured)
* rm(T) -rm(l.6K)

fl(Kz) 7x 105 A (32K)
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0
0
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Fi%. 2 Temperature dependent dephasing of the 5925.2A transition of
P?3 :LaF3 measured by optical FID. Below AK the width is dominated by
laser jitter. The solid curve is extrapolated from a fit to the high
temperature data of Refs. (8] and (9].
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Fig. 3 Decay of the envelope of the FID beat signal at 1.8K, limited by
laser frequency jitter. 1:
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SUBNANOSECOND OPTICAL FREE INDUCTION DECAY*
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A.BSTRACT: A novel form of laser frequency switching is devised which
extends coherent optical transient studies to a 100 picosecond time scale,
the -asurements being performed in real time. Free induction decay on
a subnanosecond time scale reveals new features such as a first order FID
which dephases with the inhomogeneous dephasing time T2and interferes
with the well-known nonlinear FID. A complete analytical expression for
optical FID is derived and supports our FID observations for the sodium
D transition.
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I. INTRODUCTION

Coherent optical transient phenomena, such as the free induction decay

(FID) effect, have been detected recently on a 100 picosecond time scale

1
using a novel form of laser frequency switching. This development

represents a fifty fold improvement in temporal resolution over our initial

2version of laser frequency switching which incorporated an intracavity

electro-optic phase modulator. The present device is a traveling wave

electro-optic phase modulator that is external to the laser cavity where

the earlier advantages are still preserved, namely, heterodyne detection,

high sensitivity, and the ability to monitor the entire class of coherent

optical transients by preselecting the voltage pulse sequence. Hence,

quantitative coherent transient measurements in this time domain are now

feasible.

New aspects of optical coherence become evident as the time scale is

reduced. This article explores additional properties of optical FID which

are noticeable in the subnanosecond region for the sodium D line

transitions. Our observations confirm a complete density matrix solution

of the Schrodinger wave equation which we consider first.

II. THEORY

A general expression for optical FID is presented here along with its

physical interpretation. The detailed derivation will appear elsewhere.
3

Theoretically, the appearance or nonappearance of first order FID depends

on the manner in which the optically induced dipole is averaged over the

thois4-6atomic velocity distribution. In earlier theories where the laser

7
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frequency or Stark switching is assumed small compared to the Doppler :.

broadening, the Gaussian lineshape was assumed to be constant over the

region of integration, and therefore could be factored outside the Doppler

6integral. Foster, Stenholm, and Brewer first predicted a rapid transient

arising fro- the en:'. h rc-zeneous line by retaining the Gaussian in

the integral and evaluating the result approximately. Indeed an exact

analytical evaluation of their Equation (10) forms the basis of this work

where we adopt the same notation.

Let us write down Eq. (10) of Foster, Stenholm, and Brewer and examine

the consequences of an analytical evaluation of the Doppler integral.

Here p12 is the familar off-diagonal density matrix element of the

transition levels 1 and 2, expressed in a frame rotating at the preparative

laser frequency a. The Doppler-averaged density matrix element is given

by

< 1 (v 22
<P2 (t>, t)e dv12 - L I2 z z

+iA (v )+Y 2 2-ix /T2 __(Vz)+_ iA(vz)t -vz u  dv (2.1)
r/u A 21  L a,. 2(qz)+r 2  z.:::

z

where the tuning parameter A(v z)-_ 21-kvz, the power-broadened

2 2homogeneous linewidth -IIT T /T2 , the Doppler width a.ku, y-1/T,, the

Rabi frequency X-ui E/h, and 402 is the level population difference in
ij 21

the absence of excitation. This integral is just the convolution of the

Lorentzian susceptibility of each velocity group with the Gaussian velocity

distribution. The phase factor ei (vz)t corresponds to the free transient

decay of each velocity group; i.e., regardless of the excitation frequency,

each velocity group decays at its own free resonant frequency.

-'.---'.?'-"- ,; ,b-...:'-'.:.::,. . --- -- -. .. .'.-. *.-:. - ..--.-. . '.. - ..--. ". -2 .* .'' -- -.-'.. . -
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We change the variable of integration from v to xEA(v )and define
z

21

Then the integral in (2.1) becomes

2

e~ e a dx. (2.2)

This integral can be expressed analytically in terms of the error

function W(z) of complex argument,7' taking the form for t<2r/a,

2
a - ~t2 e d

2

2
For t>2r/a 2

1T~f-l~\ a J *rt
+ -(at/2) 160ia iSd

C 1'' 2 a /

1- (nlW~4  (2..3b)

where the saturation parameter

It then follows in a sample of length L and atomic number density N that F

9the FID heterodyne beat signal is

2 Ke t/T2 ei 11')t X Eq (2.3a2.4)

II) Eq. (2.3b), t>2r/a 21 ) 24

............................
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coherence effects are faithfully observed. It is evident that other

coherent transients can be observed in this way where the time scale may

be reduced even further.
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order term manifests itself as a Gaussian build-up of the nonlinear FID.

The corresponding theoretical result in Fig. 4c where 6-0 shows this

interference effect again but in a more dramatic way since X-2.3 GHz.

In Fig. 3d, 6/2--l GHz and we see that tuning the laser from the low

to the high frequency side of the transition reverses the phase of the

first order FID. Compare the theoretical curves Figs. 4b and 4d where

6/27r-i and -1 GMz, respectively, which shows the same phase reversal.

Figure 3d also gives evidence of a hyperfine interference beat because

the laser is now tuned midway between the two pairs of lines so that all

four transitions are prepared. The FID is now modulated at -1.8 GHz, which

is the ground state hyperfine splitting of Na. The mechanism for this

17process is very likely a coherent Raman beat effect, but further studies

are needed in testing this idea. In any event, it now becomes possible

to detect microwave splittings by a transient method where the beat

frequency exceeds quantum beat18 measurements by at least one order of

magnitude.

V. STMMARY -

We have described a laser frequency switching technique which permits

coherent optical transient investigations on a subnanosecond time scale.

A key feature of these measurements is that they are highly reproducible

and lend themselves to quantitative analysis. This point is illustrated

by optical FID which shows new characteristics when the temporal resolution ..-

is -100 picoseconds. Detailed theoretical predictions of these new

.. -. . .. -'- ,'.. '.. . . . . . . . . . . . . . . . ..-.-. . . . . . . . . . ..". ..""..""'--'/ ''-"", """.". '. -""-," <-'"- :, ,"-' "
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A more physical explanation of the frequency dependence of first order

FID is that it behaves like the dispersive part of a Lorentzian lineshape

in which Doppler broadening has been ignored. For example, a Lorentzian

(y+ix)/( 2+x ) approaches i/x at large detuning and yields the slow tuning

behavior described above. "For small detuning, we also expect the first

order FID signal to change sign as we pass through resonance, and

furthermore to equal zero exactly at resonance. These characteristics

are evident in Figs. 3 and 4.

Figure 3a shows the observed FID signal for the laser tuned 1.5 GHz

below the transition frequency (6/2Tr-1.5 GHz). The nonlinear FID is reduced

2by a factor of e and does not appear. The observed decay is obviously
* "

nonexponential and is completed in 500 psec as expected since T2 is 340 psec.

A careful analysis shows that the beat frequency is -6.5 GHz, which is

equal to (w21 -9')/2r rather than (a-Q')/2w-5 GHz.

Figure 3b shows the FID for 6/27r-0.7 GEz. Here there is a large

amplitude preparation due to the saturation of a resonant velocity group.

The decay, which persists beyond the first order FID, is exponential in

agreement with Eq. (2.6), being given by eXt in this power broadened regime

with X-0.8 GHz. The observed beat frequency is equal to the laser frequency

switch of 5 GHz. These signals are also absorptive since their phase is

invariant to laser tuning.

Figure 3c shows the FID for w21-Z-0. Note that here the first order "

and nonlinear FID cancel at the time origin, and the decay of the first

. . . . . . . . . . . . . . . . . . . . . ..""-'-''.''..'-."*.'- .*..',.*.*. ..*-' ."."-"."...-.-. .. "."..."."....'. ...... ." ." ,".'."." " .".-.. . . .•."
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downward by 5 GHz. This procedure avoids sweeping the laser frequency

through the remaining two lines at higher frequency.

Figure 3 shows the observed FID heterodyne beat signals for different

values of the initial laser frequency 2 or 6-w,-Q, where w2l is the

frequency of one of the transitions of the low frequency pair. The

numerical solutions of Eq. (2.4) are shown in Fig. 4 where for the Na D line

(O-fl')/2-5 GHz, a-5.8 GHz, r-1.6 GHz, X-2 .3 GHz, T2 -32 usec, and n-0.019. The
22

laser power density is 3W/cm (-0.055), and 5% of the beam is absorbed

-6in a 10 cm path of Na at a pressure of 2x10 Torr. Note that the large

frequency switch makes it possible for the first time to switch completely

outside the Doppler linewidth, which is 0.77 GHz for Na.

As shown in Fig. 3, first order FID and nonlinear FID can be

distinguished by varying the preparative laser frequency Q. This is

because the intensity-of nonlinear FID depends on the optical dipole

induced in a single velooity group. Since the density of any given

velocity group is a Gaussian a , the nonlinear FD signal will

decrease rapidly with laser detuning (see Eq. (2.6)). First order FID,

however, is primarily a nouresonant phenomenon in which all velocity groups

participate weakly. Examining Eq. (2.8) one can see that the first order

FD varies slowly with laser tuning 6. By tuning off resonance, therefore,

one should see a slow reduction in first order FID, and a rapid

disappearance of nonlinear FD.

* *,~.~ . ° . .•..°. . •. . .° ° ° -. -. •. . • .
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directly on an S-4 sampling head (25 psec response) of a Tektronix 7904

oscilloscope with a 7S11 sampling unit. Because the photodiode has a low

cw power rating, a Pockel's cell optical shutter blocks the laser light

except for'a 2 lisec interval, immediately before and after the frequency

switch sc '7a: th, F- siinal can be seen during this period.

The step function dc modulating voltage is generated at a 700 Hz

repetition rate by a Tektronix 109 reed relay pulser, where the output is

delayed by 75 nsec to permit triggering the Pockel's cell and the 7T"

sampling time base.

IV. ,EASUME.TS

Coherent transients on a 100 psec time scale were detected for both I2

vapor and atomic sodium. However, the large number of closely spaced
"' %

hyperfine transitions in 12, which are distributed over one Doppler width,

produce heavily modulated FID signals and at present are difficult to

interpret. Therefore to avoid unnecessary complications in these initial

studies, experiments were performed on atomic sodium vapor which permits

a quantitative test of the above FID theory.

The transition monitored is the sodium D1 line Z 2 at1/21 1/2 1/2'.

-1 216,956.16 cm . As is well known its hyperfine splitting, 192 Hz P l1/2

2
and 1.772 GHz ( S , produces two pairs of lines. The initial laser

frequency Ql is tuned to the center of the low frequency pair, and the

traveling wave modulator voltage adjusted to shift the laser frequency r

. .... ,..- . * *. • -.:.- ;-"



inversely proportional to the electrode spacing. The crystal therefore

is chosen to be as narrow as possible up to the optical diffraction limit.

13Kogelnik has calculated the optimum focusing arrangement for such a

case. We used a 10 cm lens which produces a l/e field spot diameter of

150 microns at the crystal apertures. The crystal must consequently be

aligned to an angle of -1 mrad and to a position of 50u to avoid beam

distortion. A second 10 cm lens recollimates the beam before entering the

sample cell. L

The ratio of height to width of the crystal (0.65mm to 0.50mm) was

chosen so that, given the microwave dielectric constant of lithium

tantalate (e-43), the crystal appears to be a 50 transmission line. The

electrical rise time of the crystal and the quality of the impedance match

to an external 50SI line were tested with a time domain reflectometer which

14revealed 100 psec rise times. Using the known electro-optic coefficient

of lithium tantalate r 3 3 3.04x10- cm/volt, we calculate

4n/volt--2.43xlO-7 /volt using standard techniques.15  Inserting this into

Eq. (3.4) we obtain O-Q'/2v-13.9 MHz/volt which agrees with our experimental T" "

value to within 10%.

The beam from a single mode cw dye laser (Coherent 599) passes through

a focusing lens in the LiTaO modulator crystal, a collimating lens, and
3

a sample cell containing sodium vapor. It emerges together with the

forward FID emission and is focused to a 40 micron diameter spot on a fast

16GaAs-GAlAs photodiode (Rockwell International Corp.) The photodetector

of 50 diameter has a response time of 30 psec or less and is mounted

r'o.' * . "I . ** *
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haxuonics. Therefore, the modulation efficiency is often low. In our

arrangement with dc voltage pulses, all of the light is shifted uniformly.

Fourth, as already stated, intracavity switching, which requires the

application of a transverse field, will not satisfy our requiremen:s

either. For example, electro-optic AD*P crystals cannot be frequency

switched fast enough or-far enough. The electro-optic coefficient is coo

low for gigahertz frequency shifts with available voltages. Furthermore,

these crystals are not easily matched to a 50 ohm driver impedance since

their characteristic capacitance of -40 picofarads implies an RC rise time

of 2 nsec. More importantly, the modulating voltage takes at least 500 psec

to travel across the crystal. However, in our traveling wave modulator,

r harz tha tdiq to overcome the transit time prob em, we have used it

as the operating princip le of our device.

The unique features of our traveling wave modulator therefore

facilitates rapid FID measurements and also other coherent transient

effects by a variation of the pulse sequence.

B. Apparatus

The optical phase modulator consists of two lithium tantalate crystals

0.SmmxO.65mmx25-- as in Fig. 2. The end faces are polished and

anti-reflection coated, and gold electrodes are deposited on opposite

faces to form a parallel plate transmission line. A voltage between the

electrodes produces an electric field parallel to the c-axis. For a given

applied voltage, the electric field, and hence the frequency shift, is

" - ...
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where the minus sign corresponds to copropagating fields. By a similar

argument, for counter propagating fields the plus sign follows. The

singularity in (3.4) for v-c is artificial and results from our neglecting

the pulse rise time, which for the above step function is zero. For

typical values of these parameters, to be discussed, gigahertz shifts are

easily accomplished, particularly in the visible or ultraviolet region

15due- to the large factor Q-01 Hertz. Of course, once the dc pulse reaches . -

the end of the crystal dV/dt-0 and the frequency shift is zero.

This technique possesses several advantages over more conventional

traveling wave modulators.12. First, conventional devices do not employ

dc square wave pulses and require additional microwave techniques to phase

match the microwave wave velocity to the light wave velocity. This

matching is never perfect and degrades the rise time of the crystal. In

our design the rise time is determined primarily by the crystal connections

which we believe can approach 20 picoseconds. Second, a conventional

traveling wave modulator when driven by a dc voltage ramp, where v(t) t

can produce a frequency shift but it is impractical. Producing a ramp

with constant slope, a sharp corner at t-O, and no ringing appears to be

a formidable task in the 100 picosecond region. Also, in our design once

the modulating wave is launched into the crystal, it will attenuate slowly,

and the frequency shift will be highly uniform.

Third, previous devices require microwave sources which generate a

distribution of optical sidebands corresponding to the various microwave

YoN
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order of magnitude more favorable. The principle of operation is the -"

following. An electro-optic crystal, which constitutes an integral part

of a microwave transmission line, allows a cw laser beam and a direct

current voltage pulse to simultaneously propagate longitudinally along

one crystal axis as shown in Fig. 2. As the dc field advances down the

crystal, it produces a zone of increasing refractive index, n0-+nI, which

shifts the phase (p of the light wave uniformly in time and hence its angular

frequency S1 where

S- - . (3.1)

This behavior is easily derived by noting that the phase of the light wave

emerging from a crystal of length Z at time t is

9(, t) kn(z)dz

knldZ + kn dz (3.2)

fO , .0

where k is the optical propagation vector and v and c are the velocities

of the dc field and light wave in the crystal medium. Consider first the

case of copropagating fields. "Ifa step function dc field pulse enters

the crystal at z-0 at time t-0, then at the intermediate time t' when the

light wave is just at the boundary of n and nl, the obvious relation

vt' + c(t-t') 4 £ (3.3)

holds. Inserting t'-(Z-ct)/(v-c) into (3.2), the frequency shift according

to (3.1) is

n -n
- a, J - 0- (3.4)

n c-vc7-
6°
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advantageous to place the electro-optic modulator inside the laser cavity

as in the past, 2 since the transient dies away before the laser beam

completes one round trip through the optical cavity. On the other hand,

wher the modulator is external to the laser cavity, the modulator design -,."'."

can be varied easily while scill retaining the advantages of undiminished

laser intensity and stability. A novel traveling wave electro-optic

modulator is described here which permits such measurements.

Two requirements must be satisfied in laser frequency switching to

insure the generation of intense coherent transient signals. First, the

laser frequency switch must exceed the homogeneous linewidth I/IT2 , and

second, the switching time should be less than the dephasing time T2.

Therefore, measurements on a subnanosecond time scale imply a shift of

'.. several gigahertz with a -100 picosecond rise time. A schematic diagram

of our apparatus is shown in Fig. 1. It consists of a stable cv dye laser,

a traveling wave electro-optic modulator, the sample, a fast photodiode

detector, and a sampling oscilloscope. The frequency shifted laser beam

produces in the sample coherent transients which are detected in the

forward direction in real time. All emission signals, such as the FID or

the photon echo, appear as heterodyne beat signals, as discussed

previously.4 ,9  -: :

The traveling wave electro-optic modulator was invented initially by
Kaminow in 1961. When suitably modified, this device allows '

subnanosecond coherent transient studies. Compared to intracavity

frequency switching, the rise times and frequency shifts are at least one



preparation. We view these two forms of FID as the transient analogs of

steady-state linear and nonlinear (hole burning) laser spectroscopy of an

inhomogeneous ly broadened transition.

.,j

(3) Limit of no inhomogeneous broadening. In the limit a-0O, the Doppler

integral for <O,,(t)>, Eq. (2.1), must reduce to a form identical to

e (v-ot), thus checking our calculation. As a- r, zr/a2r so the short
12 '

time form of the integral must be used. The argument of the W(z) function

approaches z and its modulus approaches as a-0, so ye may again

Cr-

7
use the asymptotic form

In this limit,

2. 2 eV -t y cos(W 1 ')t 6sin(W Q1S)t) (2.9)

.2 0

where 6-4 2l0 and Ka khn kIxAP1

As expected, Eq. (2.9) can be derived9 dietyfomv,.r ithout

Doppler averaging whekin u. The radiation now occurs at the atomic

2

.°.

tstifonm freqenc ingrl regardles d h gmn of the laerexit)in re unc io -.'

wiapp ientical-uJ. aitde freqouency ap rheaxaio depndene toy at

ofp2(iO) Th ?aanexiisalneritniy"eedne

Equation (2.9) also agrees with the well-known FID theory of nuclear

10
magnetic resonance.

Ill. MERDENTAL TECIMIQUE

JaA. Traveling Wave Miodu.lator

To study subnanosecond coherent transients by laser frequency

sihn .
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(iz)n-0 r (12 +l

+ 2iz + z<l

In addition to the condition

z - i(-+ -+j< 1 , (2.7)

we require that

2
t << 2r/a

thereby allowing the ot/2 term to be dropped in (2.7). With these

conditions, Eq. (2.4) reduces to

272rKe tr

×y(- cos(W21-'1')t
2 (W21

sin(w -0')t . (2.8)

a21 )1

2 2We refer to (2.8) as the first order FID since %X 2 . Furthermore, the
2

decay is now Gaussian, e-(t/2) where the characteristic dephasing time

T2 -2/a. This signal contains both an absorptive and dispersive part which

depends on the initial laser frequency through the factor (w 2-)/a. From
21

(2.8), it is evident that the atomic sample radiates at the Doppler peak

W21' independent of the initial laser frequency a, and produces a

heterodyne beat of frequency w21 -n'. We conclude, therefore, that in

first order FID the various velocity packets destructively interfere,

except at Doppler line center. By contrast, the nonlinear FID radiates

at the initial laser frequency and therefore possesses memory of its

,.,-.....--..-........
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where 2o

K "2u m A02 1 •

This general expression reduces to the following limizing cases.

(1) Long time Limit. For decay times longer than the inverse Doppler

7
width, suc,- hat ct>>l, we ma'; :aae as.7-:o ic for oz :he error

function

Ai2W(z) =-+.. (,),

and Eq. (2.4) yields a heterodyne beat signal

" 2 -(1/T2+r) t i(I-Q')t- -
2 -(n-l)e e e + c.c. (2.5)

_62

where at>>l>2r/a. The imaginary part of the term e introduces a

small phase shift in E for r/a<<i and therefore makes 2 slightly

dispersive. However, we neglect it here and obtain

21T+~ -'l1a)IT ~-',ot) 2K(-l)e / 2 t e- /  cos(Q- ')t . (2.6)

4-6This result is identical to earlier approximate derivations where the

Gaussian was factored outside the Doppler integral. We shall refer to

2 4
Eq. (2.6) as the nonlinear FID signal since E X at low light intensities

when X2T T<l. As has already been verified by experiment, 4,6, 9 the long

time limit of FID displays the properties predicted by (2.6). First, the

sample radiates at the initial laser frequency n and produces a heterodyne

beat signal of frequency Q-a' which is absorptive, and second, it decays

at the rate l/T2+f due to the preparative and post preparative stages.

(2) Snort time Limit. For short times, we retain the first two terms of

the power series expansion
7

N. -. ........................................ .. .. .. .....
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- Figure 3. Experimental FID0 heterodyne
beat signals where )70.8 GHz and

-0.6.,2 8a~-n)/2r in GHz equals (a) 1.5,
(b) 0.7, (c) 0.0, and (d) -1.0. The laser

P frequency shift is (12-fV)/27r-5 GHz
0.0 0.2 0.4 0.8 0.6 1.0 corresponding to a 335 V dc square wave

T'jmqm"C)pulse. The gain in (a) is 2x.

Figure 4. Numerical solution of the F ID
heterodyne beat signal E2L, t) of Eq.(2.4)
where x-2.3 GHz, (M-n )/2T,=5 GHz and

-)2rin GHz equals Wa 1.5, (b) 1.0,
(c) 0.0, and (d) -1.0.
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SUBNANOSECOND OPTICAL FREE INDUCTION DECAY II*

Ralph G. DeVoe
Richard G. Brewer

IBM Research Laboratory
San Jose, California 95193

ABSTRACT: A novel form of laser frequency switching is devised which
extends coherent optical transient studies to a 100 picosecond time scale.
The technique incorporates a traveling wave electro-optic element which
imposes with unit efficiency a uniform time varying phase and thus a
frequency shift on a cv laser beam. In contrast to earlier optical
traveling wave modulators which are driven by a microwave oscillator, here
the optical phase change is induced rapidly and easily by a dc electric
field pulse that propagates in a microwave guide either parallel or
antiparallel to the light wave. This advance enables optical free
induction decay (FID) studies on a subnanosecond time scale and reveal
new features such as a rapid first order FID that dephases with the
inhomogeneous dephasing time T1. The well-known nonlinear FID can
interfere with the first order component at short times and decays over
the much longer period .T2/(l+Vl+XZTlT2) where X is the Rabi frequency. A
complete analytical expression is derived for optical FID of a transition
subject to homogeneous and inhomogeneous broadening and supports detailed
observations of the sodium D line.

*1

*Work supported in part by the U.S. Office of Naval Research. b,
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1 . UMDCTO

Optical free induction decay (FID) was detected recently on a time

scale of 100 picoseconds using a new form of laser frequency switching.1  1'

This development represents a fifty fold improvement in temporal resolution

over an earlier version 2 of laser frequency switching which utilized an

intracavity electro-optic phase modulator. The present device (Fig. 1),

which is a traveling wave electro-optic phase modulator, is located

external to the laser cavity and retains the previous advantages of

heterodyne detection, high sensitivity, and the ability to monitor the

entire class of coherent optical transients by preselecting the voltage

pulse sequence. Hence, quantitative coherent optical transient

measurements in the subnanosecond range are now feasible.

As the time scale is reduced, optical coherence phenomena can display

new characteristics. This article explores features of optical FID which

only become evident in the subnanosecond region when the transition is

homogeneously and inhomogeneously broadened. We detect for the sodium D

line a rapid first order FID which dephases in an inhomogeneous dephasing

time T2 and a much longer-lived nonlinear FID3 '4 with a decay time

T2/(l+ +XTT2 ) where T2 is the dipole dephasing time, X is the Rabi

frequency, and T is the population decay time. These two forms of FID
1

(Fig. 2) exhibit other important differences which are predicted by theory

in Section 11 and verified by experiment in Section IV. We view these two

types of FID as the transient counterpart of steady-state linear and

nonlinear (hole burning) laser spectroscopy.

• .' -



The first order FID had been suggested earlier, but escaped detection

because of instrumental limitations. In fact, only the nonlinear FID has

3 2been observed in the past, either in the infrared or visible regions.

Our discussion thus far implies that the homogeneous linewidth is much

narrower than the inhomogeneous broadening. 14 the event that the

homogeneous broadening exceeds the inhomogeneous width, the FID becomes

first order again, but now the decay is exponential rather than Gaussian.

This is just the domain encountered previously in nuclear magnetic

6resonance. In the next section, we present a general density matrix

solution of the Schrdinger wave equation for optical FID which reduces

in the appropriate limit to the above cases.

II. THEORY

We derive a general expression for optical FID assuming the transition

to be homogeneously and inhomogeneously broadened. It is assumed also

that the sample is prepared continuously with a cw laser (Fig. 1) and that

FID occurs when the laser frequency is switched suddenly by several

homogeneous linewidths (Fig. 2).

p-

A. Density Matrix in the Rotating Frame

Theoretically, the appearance or nonappearance of first order FD,

depends on how the optically induced dipole is averaged over the atomic

velocity distribution. In earlier work2'3 where the laser frequency or

Stark switching is small compared to the Doppler broadening, the Gaussian

Doppler linshape is assumed constant over the principle region of

integration and therefore can be factored outside the Doppler integral.':" ,,
%.,

%*.'
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5Foster, Steuihoim, and Brewer first predicted a rapid transient arising

from the entire irihomogeneous line by retaining the Gaussian in the

integral and evaluating the result approximately. Indeed, an exact

analytical evaluation of their equation (Al) forms the theoretial basis of

this article.

Consider a two level quantum system interacting with an optical field

E(t) E cos(ilt-kz)

through a dipole perturbation

the total Hamiltonian being

H H + H'
0

We label the upper level 2 and the lower level 1. The density matrix

equation

M4w [ H,p] + relaxation terms

71

then takes the explicit form7

w iX(P 2 1 )cos(at-kz) -(iwl 2+l/T2) 1  (2.1)

22--iX(P21-P12 )cos(at-kz) ( ( 2 -P 0)/T1  (2.2)

* 0

,l iX(P2***$P *)cos(n2t-kz) ( ( 1 -P1 )/T1  (2.3)

Here, the Rabi frequency

XI1 2 o
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the free molecule eigenenergies are

<11 > -= hwl '.
S jN.'<21Ho12> - hwz , s

and T and T are the phenomenological dipole and population decay times. "
2 1

The rapidly varying components are removed with the substitution

-2 o -i(It-kz)

and by neglecting second harmonic terms. Therefore, the tilde denotes a

reference 'rame rotating at the optical frequency Q. Equations (2.1)-(2.3)

become.

ixApzl

(7z2) IA(V) + 1/T)~ P (2.4)

0

1-ix(--2 ) - (2.5)
21 " 2112 T 1

where

A(v)- + w + kv
z 21

P21 P22 Pl

For times t<O, these lead to the steady state preparative solution

(_ 0 iA(v Z)+y
P12(Vz '0)  .2 P21 22 (2.6)

where

2  _lIX 2 T 1
r2  - and Y (2.7)

T2  2 2

2.. ...
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At time t-0, the laser frequency is suddenly switched from 1 to III,

and for t>0, the density matrix equations (still expressed in the frame

rotating at n) are

- i(v ) + WAe12M - Q) i(a '- )t (2.8) L

-ix " T-~'a 2)2 12 2 1
and

21 T 1

In general, we must solve both equations simultaneously. However, this

is nnecessary for FID as can be seen by formally integrating (2.8) so

that

p1 2 (t) - p1 2 (01 e (iA-l/T2)t

+ e (iA-2T2)t 4,p e i (I'-a l  e (-i+l/T2)t'dt' (2.10)
4-..

The FID part of (2.10) is

1 - P12(0) a , (2.11)

and the remaining term, which expresses the off-resonance driving effect,

can be ignored. This result has an important physical meaning which is

evident by considering P12(t) in the laboratory frame where

P1(v , t) - 12 (v , t) ai(a t-kz)

iA(v )+YApo i ()2 •i(w21+
kvz-l/T2)t-ikz (2.12)

2 21 A2(V )+2
A ,v)+

z**. o.
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Note that although each Doppler velocity group v was prepared at the samez

laser frequency Q, during free induction decay each radiates at its own

natural resonant frequency w2+kV

B. Doppler Velocity Average

A straightforward average over the Doppler velocity v substantiates
z

this last point in a precise analytic way and makes evident the various

effects of inhomogeneous broadening on FID. The exact Doppler-averaged

solution allows us to extract various limiting cases, including a

comparison with free induction decay in pulsed NHR.

Calculating the Doppler average <p2> in the rotating frame 9, we

obtain

2 2
~ ,,( - - p12 (v,,t)e z dv 

.
iX2+ 0 iA(v )+( 2/2

2 et/T2 2 e-vzu dv (2.13)
2viu _ (v )+± Z

We change the variable of integration from v to x&(v Z) --- 21-kvz and

define

21

a - ku

Then, the integral in (2.13) becomes

-2

2 2 e +ixt e dx (2.14)
x •+...

--- -.....-.- '



7

This integral, which is the complex conjugate of Eq. (Al) of Foster,

Stenholm and Brewer, is most easily evaluated by observing that it is in

the form of a Fourier convolution integral

'+ [ F ( -i6Uu

ff(x)g(-x)dx - F(u)G(u)e du

where

F(u) - f (x)e 'dx,

and similarly for G(u). Now choose

e6-) 2

g(s5-x) e

and
i x Y = i x t

f() x2+2 e

Then, both Fourier transforms F(u) and G(u) are elementary,

2 2a -u /4
G (u ) - -- e

and

F +u)-'-_ . .-t .

The integral (2.14) becomes

o'/ 7+ ) f'tr l( t'u) eU 2a 2 /4 e-±6 Udu ,...2 2-

L,( ) -ter(t+u) -u 2 a 2 /46"• - . ( r'+ e ) e -ldu

2
...-.2 2

7r r~+U) U(:T / -i,



8

heore the saturation parameter is defined by n-y/r. Note that the

ategrands are at most quadratic functions of u in the exponent. By

;ompleting the square in the exponent, they may be expressed as error

9unctions

2 z -t~d
erfc(z) dt

if complex argument so that

2

3: ~nl~e a rt tat~ r-id
e ~ arf

2 2

+ (n~le Ra /- erfc a--.--,
e1) t (2.15)

10
This is the same result obtained by Liao, Bjorkholm and Gordon. The

ihysical implications of this solution, however, remain obscure because .

te erfc functions vary rapidly in magnitude and phase for typical values

if the argument. Fortunately, it is always possible to express the erfc(z)

runction in terms of a simpler error function

2
P1(z) - e erfc(-iz)

bis is a tabulated quantity which is slowly varying when the condition

mz>0 is satisfied and Rez<O or Rez>O. When lmz>O, it has the asymptotic

ehavior9

W (z) - " - (z 1 ,,....

nd Limiting value

P1(O) 1

(o). :. Ii

................................
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)wever, when Imz<O, W(z) is rapidly varying, but then it can be expressed

Dnveniently in terms of the tabulated function W(z) through the relation 9

2
W(-z) 2eZ - W(z) . (2.16)

a Eq. (2.15) the first erfc has the real part of its argument >0 for all

ime. The second erfc, however, has the real part of its argument change

2rom a positive to a negative value at t-2r/a . Thus there is a short

ime and a long time form for this integral. For t<2r/a2,

7r (ot/2)2  i6t-- e e

x (rl+ll W + i + --Z i + 1 -+ (2.17) '--;

2
or t>2r/a

Tr i-1) e e

+ u- e (n+)w

'-l 'xa~ + tT - Eq.1(2.17),'hus, we obtain ii:

_ (:)A> I Eq ~ -t/2X
!  .  

(2.17) , t< 2r/a02 ---

2v'O YI = Eq. (2.18), t>2r/ 2  
. (2.19)

s we shall see, the two temporal regions indicated by (2.17) and (2.18)

orrespond physically to a short-time behavior where the first order FID

ominates and a long-time behavior where the nonlInear FID prevails.
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C. Field Dependence

Tn the experimental configuration of Fig. 1, the total field striking

the photodetector is

ET(zt) - E12 (zt) + E(z,t) .

Here, the frequency switched laser field amplitude

E(z,t) - E0 cos('t-k'z)

is assumed constant. The FID field

E12 (zt) = E1 2 a + c.C.

is generated by the induced polarization

NU2 eiC(t-kz) > + c. ,

and in the thin sample approximation can be calculated from Maxwell's

equation in the form

. ag12
- -2rrikN 12 <P12>

where N is the molecular number density. At the end of a sample of length

L, the field intensity E contains beat cross terms of the form

E E2 o 12 i(P-Q')t
Eb -e + c.c.

such that

12 1'q2 l12>

. and <o 12> is given by (2.19). Collecting terms, we obtain
%1



2 Ke"*> i( x I - Eq. (2.17), t<2r/a2 1
]P'1 " e~fi-lw~tx +C.C. (2.20) +

I - Eq (2.18) t>2r/a2  cc(.

where

2u 21

D. Physical Interpretation

Since Eq. (2.19) was derived without approximations placed on t, X 6,

r, a and n, we may take various limits and compare to previous results.

In particular, we hope to find which features of optical free induction

"" decay appear when inhomogeneous broadening dominates the lineshape. In _-_

* the other extreme, when homogeneous broadening dominates, we encounter

* the case which is prevalent in nuclear magnetic resonance.

(1) Long time limit. For decay times longer than the inverse Doppler 2
* width such that at>>l, we may use the asymptotic form of the error

function9

Wl(Z) ni+ . (z 'k.

*. and Eq. (2.20) reduces to

2 - -(l/T Z+r)t 01-9i')t e--a)2 +
Et) Kfl(TI-l)e ee+ ..

2

where at>>l>2/a. The imaginary part of the term introduces a

2 frralndteeoemes2 _

small phase shift in E for /<<l and therefore makes lightly

dispersive. However, we neglect it here and obtain

E,2 Ct) 0 K(-1l)e- (/T2+r)t e - / )2 cos(p-W')t . (2.21)
". -,

.!i .- .- .. '-. .-.-.., '.-.. .- -.. ................. ....... , ". --'.-. .-. ,.... ....,. . " ..*. + .. .. - ...' .. .. '. .+ .. ...... .. ..,. ' ., ,., .-., . ,,+. .-.-. .... . . .". ...-.. ,.. . .,*' '" -:.* * -- °. . ..
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This result is identical to an earlier approximate derivation 3,4 where

the Gaussian was factored outside the Doppler integral. We shall refer

2 4;o Eq. (2.21) as the nonlinear FZh signal since E -X at low light

intensities when X 2 rT <<Cl. A~s has already been verified by experiment,2'3

the long time limit of FID displays the properties predicted by (2.21). -

First, the sample radiates at the initial laser frequency Q and produces

a heterodyne beat signal of frequency 0-11 which is absorptive, and second,

it decays at the rate 1/T +r due to the preparative and post preparative

stages.

(2) Short time limit. For short times, we retain the first two terms of

the power series expansion9

P1(z) - -(j 2 )f

n-0O r (12+1)

1 + + IzI<l

In addition to the condition

+ Ji:t± < 1 ,(2.22)

we require that

2t <<2r/a

thereby allowing the at/2 term to be dropped in (2.22). With these

*conditions, Eq. (2.20) reduces to

V.%
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2t2 -,fet/T2 6-'at/1)2

C o 21) t

2 o" sin(w-n')t . (2.23)
a 2-

We refer to (2.23) as the first order F!D since 22 Furthermore, the
2-E(Xt/2) 2.Fthmr, h

decay is now Gaussian, e where the characteristic dephasing time ',

T2 = 2/a

This signal contains both an absorptive and dispersive part which depends

on the initial laser frequency through the factor (w21-1)/a. From (2.23),

it is evident that the atomic sample radiates at the Doppler peak w2 1 ,

independent of the initial laser frequency 1, and produces a heterodyne

beat of frequency w21-. We conclude, therefore, that in first order

FID the various velocity packets destructively interfere, except at Doppler

line center. By contrast, the nonlinear FID radiates at the initial laser

frequency and therefore possesses memory of its preparation. These two

forms of FID are the transient analogs of steady-state linear and nonlinear

laser spectroscopy of an inhomogeneously broadened transition.
r

(3) L*mit of no inhoogeneous broadening. In the limit a-0, the Doppler

integral (2.13) for <P12(t)> must reduce to a form identical to
- 22

12 (Vz-O,t), thus checking our calculation. As a-.O, 2r/a 2  so the short121
time form of the integral must be used. The argument of the W(z) function

±6+ir
approaches z and its modulus approaches as a- O, so we may again

use the asymptotic form

W(z) + , , Imz >0".'.:-- 'z
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In this limit,

2 2K(/r e-t/T2 cos(W2 1-')t- 6sin(W2 -0')t) (2.24)

• _ 2 o
where 6S-w -2 and Ka - f ANLXP1.

21 A21-

As expected, Eq. (2.24) can be derived directly from (2.12) without

Doppler averaging when v -0. The radiation now occurs at the 'atomicz

transition frequency w21 regardless of the laser excitation frequency 0,

with an identical amplitude, frequency and relaxation dependence to that

of 1 (v-O,t). The FD again exhibits a linear intensity dependence.

Equation (2.24) also agrees with the well-known FID theory of nuclear

6magnetic resonance.

III. EXERIMENTAL TECHN~IQUE

A. Traveling Wave Modulator

To study subnanosecond coherent transients by laser frequency

switching, new techniques are required. At such speeds, it is no longer

advantageous to place the electro-optic modulator inside the laser cavity

as in the past,2 since the. transient dies away before the laser beam

completes one round trip through the optical cavity. On the other hand,

when the modulator is external to the laser cavity, the modulator design

can be varied easily while still retaining the advantages of undiminished

laser intensity and stability. A novel traveling wave electro-optic

modulator is described here which permits such measurements.

-> 1

~~:---* .-. :..: ,-.-.:.~> ~-: * *****~*~~~*-.* *. *-..:
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Two requirements must be satisfied in laser frequency switching to

insure the generation of intense coherent transient signals. First, the

laser frequency switch must exceed the homogeneous linewidth l/(T 2 ), and

second, the switching time should be less than the dephasing time T2.

Therefore, measurements on a subnanosecond time scale imply a shift of

several gigahertz with a -100 picosecond rise time. A schematic diagram

of our apparatus1 is shown in Fig. 1. It consists of a stable cw dye

laser, a traveling wave electro-optic modulator, the sample, a fast

photodiode detector, and a sampling oscilloscope. The frequency shifted

laser beam produces in the sample coherent transients which are detected

in the forward direction in real time. All emission signals, such as the

FID or the photon echo, appear as heterodyne beat signals, as discussed

3,7
previously.

The traveling wave electro-optic modulator was invented initially by

Kaminow in 1961. We have used it in a new configuration. Compared to

intracavity frequency switching, the rise times and frequency shifts are

at least one order of magnitude more favorable. The principle of operation

of our configuration is the following. An electro-optic crystal, which

constitutes an integral part of a microwave transmission line, allows a

cw laser beam and a direct current voltage pulse to simultaneously

propagate longitudinally along one crystal axis as shown in Fig. 1. As

the dc field advances down the crystal, it produces a zone of increasing

refractive index, n0-nl, which shifts the phase (0 of the light wave

uniformly in time and hence its angular frequency 0 where

. - (3.1)
dt

.. ... .............. ..-.... . . ..... .. ... . ....
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This behavior is easily derived by noting that the phase of the light wave

emerging from a crystal of length Z at time t is

0 ( , , € ) - k , ( z ) d z' --,(p(2.,t) f
0

- ~tkaldz + k u dzo  (3.2)

where k is the optical propagation vector and v and c are the velocities

of the dc field and light wave in the crystal medium. Consider first the

case of copropagating fields. If a step function dc field pulse enters

the crystal at z-O at time t-O, then at the intermediate time t' when the

light wave is just at the boundary of no and nl, the obvious relation

vt' + c(t -t') - . (3.3)

holds. Inserting t'u(L-ct)/(v-c) into (3.2), the frequency shift according

to (3.1) is

U -nov,-,
ai at ai 1 0 (3.4).--

where the minus sign corresponds to copropagating fields. By a similar

argument, for counter propagating fields the plus sign follows. The

singularity in (3.4) for vac is artificial and results from our neglecting

the pulse rise time, which for the above step function is zero. For

typical values of these parameters, to be discussed, gigahertz shifts are

easily accomplished, particularly in the visible or ultraviolet region

15due to the large factor a-10 Hertz. Of course, once the dc pulse reaches

the and of the crystal dc/dt-O and the frequency shift is zero.

* -:. -'
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This technique possesses several advantages over more conventional

12traveling wave modulators. First, conventional devices do not employ

dc square wave pulses but require additional microwave techniques to phase

match the microwave wave velocity to the light wave velocity. This

matching is never perfect and degrades the rise time of the crystal. In

our design the rise time is determined primarily by the crystal connections

which we believe can approach 20 picoseconds. Second, frequency shifting

could also be accomplished by a conventional traveling wave modulator

using a dc ramp voltage where V(t)-t but such a device is impractical.

Producing a ramp with constant slope, a sharp corner at t-0, and no ringing

appears to be a formidable task in the 100 picosecond region. Also, in

our design once the modulating wave is launched into the cryst.al, it will

attenuate slowly, and the frequency shift will be highly uniform.

12
Third, many devices require microwave sources which generate a

distribution of optical sidebands corresponding to the various microwave

harmonics. Therefore, the modulation efficiency is often low. In our

arrangement with dc voltage pulses, all of the light is shifted uniformly.

Fourth, as already stated, intracavity laser frequency switching, 
2

which requires application of a transverse field, will not satisfy our

requirements either. For example, electro-optic AD*P crystals cannot be

frequency switched fast enough or far enough. The electro-optic

coefficient is too low for gigahertz frequency shifts with available .:

voltages. Furthermore, these crystals are not easily matched to a 50 ohm

driver impedance since their characteristic capacitance of -40 picofarads

- . -**.. . . . * * . , -..-

, '* .* w.* .[- .'.*. . .* * *:"a
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implies an EC rise time of 2 nsec. More importantly, the modulating voltage

takes at least 500 psec to travel across the crystal. However, in our

trael. g wave modulator, rather than try to overcome the transit time

probLem, we have used it as the operating principle of our device.

The unique features of this traveling wave modulator therefore

facilitates rapid FID measurements and also other coherent transient

effects by a variation of the pulse sequence.

B. Apparatus

Moduktor Design: The optical phase modulator consists of two lithium

tantalate crystals 0.5mmxO.65mmx25mm as in Fig. 3. The end faces are

polished and anti-reflection coated, and gold electrodes are deposited on

opposite faces to farm a parallel plate transmission line. A voltage

between the electrodes produces an electric field parallel to the c-axis.

For a given applied voltage, the electric field and hence the frequency """

shift are inversely proportional to the electrode spacing. The crystal

therefore is chosen to be as narrow as possible up to the optical

13diffraction limit. Kogelnik and Li have calculated the optimum focusing

arrangement for such a case. We used a 10 cm lens which produces a I/e

field spot diameter of 150 microns at the crystal apertures. The crystal

must consequently be aligned to an angle of -1 mrad and to 50U in position

to avoid beam distortion.

The ratio of height to width of the crystal (0.65-, to 0.50mw) was

chosen so that, given the microwave dielectric constant of lithium

-------------------------..--.-.-..... ....

. . . . . . . . . . . . . . . . . . . o . .° .. , .
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*.2 tantalate (e-43), the crystal appears to be a 50 transmission line.14

The electrical rise time of the crystal and the quality of the impedance

match to an external 50n line were tested with a time domain reflectometer

which revealed 100 psec rise times. Using the known electro-optic

coefficient15 of lithium tantalate r33 -3.04xi0-9 cm/volt, we calculate

-7 16
An/volt-2.43xlO /volt using standard techniques. Inserting this into

Eq. (3.4), we obtain Q-0'/2r-13.9 MHz/volt which agrees with our experimental

value of 15.0 MHz/volt.

Moduaator Construction: Two different mechanical designs were

successfully employed. In one, a Lasermetrics Model 2033 phase matched

traveling wave modulator was used with the phase matching elements removed.

The electrical rise time of the modulator was measured with a 40 psec time

domain reflectometer (Tektronix 7S12), and found to be about 150 psec. The

optical rise time should be about half this value since it is limited by " -

the inductance of the input connection alone. A second modulator was

constructed from crystals supplied by Crystal Technology. The mechanical

layout was such that the crystal connections were reduced to several

millimeters in length resulting in an electrical rise time of 100 psec.

Bean Configuration: The beam from a single mode cw dye laser (Coherent

599) passes through a 10 cm focusing lens, the LiTaO3 modulator, a 10 cm

collimating lens, and sample cell containing sodium vapor. The sample

cell was differentially heated so as to make the cell windows (of

aluminosilicate glass) its hottest part.

Detection: The emerging laser beam together with the forward FID

emission are focused to a 40 micron diameter spot on a fast GaAs-GaAlAs

" photodiode (Rockwell International Corp).17 The photodetector of 50 micron

°°* V../° • , *.**** .*.. . . . . , -° ° ° ° °- . °...**.-..*.°-°.°.... .. o .-- ., '.% °",° . .



20

diameter is mounted directly on an S-4 sampling head (25 psec response) of

a Tektronix 7904 oscilloscope with a 7S11 sampling unit. The photodiode's

response time of less than 30 psec was too fast to deconvolve it from the

response of the sampling unit. It is known, however, that the S-4

photodiode combination recorded FID signals at Ii GHz, compared to the

nominal 3 db point of 14 G~z for the sampler alone. We have estimated that

the modulator produced FID signals with a 40 GHz beat but we are unable to

detect them. Because the photodiode can be destroyed by several milliwatts

of cw power, a Pockel's cell optical shutter blocks the laser light except

for a 2 usec interval immediately before and after the frequency switch so

that the FID signal can be seen.

PuZaer: The step function dc modulating voltage is generated at a

700 Hz repetition rate by a Tektronix type 109 reed relay pulser. Despite
9

much lower ratings, this unit could produce pulses of up to 1000 volts into

50S for short periods of time, which would yield 15 GHz shifts. The

p'ilser's output is delayed by 75 nsec before reaching the modulator to

permit triggering the Pockel's cell and a 7T11 sampling time base. A low

loss microwave cable was required to preserve the rise time of the pulser

(Andrews LDF-50).

We have detected FID on a 100 psec time scale for both 12 vapor and

atomic sodium. Since the hyperfine splittings in I2 give rise to a large

number of closely spaced lines within one Doppler -width, the FID signals

are strongly modulated and at present are difficul: to interpret. To

7-
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avoid unnecessary complications in these initial studies, experiments are

restricted to Na which permits a quantitative test of the above FID theory.

2 2
The transition monitored is the sodium D line P l -S at

1 1/2 1/2

16,956.18 cm 1 . As is well known, its hyperfine splitting, 192 MHz (2P1/2)

and 1.772 GHz (2) produces two pairs of lines. The initial laser

frequency Q is tuned to the center of the low frequency pair, and the

traveling wave modulator voltage is adjusted to shift the laser frequency

downward by -5 GHz. This procedure avoids sweeping the laser frequency

through the remaining two lines at higher frequency.

Figure 4 shows the observed FID heterodyne beat signals for different

values of the initial laser frequency 2 or 6-4 -2 where w21 is the21 2

frequency of one of the transitions of the lower pair of lines. Here the

laser power density is 3W/cm2(n-O.055) and 5% of the beam is absorbed in

-6a 10 cm path of Na vapor at a pressure of 2xlO Torr. Note that the large

frequency shift of a5 GHz makes it possible for the first time to switch

completely outside the Doppler linewidth, which is. 0.77 GHz for Na.

Correspu, computer solutions of Eq. (2.20) are shown in Fig. 5 for

the Na D1 line as function of 6 where (.-Q')/27r-5 GHz, a-5.8 GHz, r-1.6 GHz, '-

X-2. 3 GHz, T2-32 nsec and n-0.019. The saturation parameter is chosen

smaller than in Fig. 4 (0.019 versus 0.055) to emphasize the interference

of linear and nonlinear FID, an effect which becomes more conspicuous at

elevated optical fields.

I. i i
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MAGIC ANGLE LINE NARROWING IN OPTICAL SPECTROSCOPY

S. C. Rand
A. Wokaun
R. G. DeVoe
R. G. Brewer

IBM Research Laboratory
San Jose, California 95193

ABSTRACT: Spin decoupling and line narrowing are observed fcr the first
time in an optical transition, 3H4+-ID 2 of Pr

3+ in LaF3 at 20K, using 7
optical FID. The 19F nuclei, when irradiated by an appropriate rf field,
undergo forced precession about an effective field at the magic angle in
the rotating frame. The fluctuating 19F-19F dipolar interaction is thereby
quenched and the optical linewidth drops from -10 to -2 kHz, as predicted
in a theory of spin diffusion.

Work supported in part by the U.S. Office of Naval Research
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Experiment-
Theory

0 1 2 3 4 5 6 7 8 9 10
Frequency (GHz)

Figura 7. ?ewer spect- obta~ined by a digital Fourier trransform of the
e'c=erimenta.1 and theoretical data of Fig. 6.
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(a)

(d)

0 0.2 0.4 0.6 0.8 1.0 1.2
Ti me (n sec)

Figure 4. Eprimautal FI haterodyme beat signals of the %Ia DI. line
where :(-O.S GEz and ( 21-P6)/2,r in G~z equals (a) 1.3, (b) 0.7, (c) 0. 0, and
(d) -1.0. The laser frequency shif: is (~~)1i5GHz correspotding to a
335 V dc square wjave pulse. Mhe gain in Ca) is .
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Frequency

* .. ~First order FID

Nonlinear FID

T ime -- *b

Figure 2. The upper curve shows a hole burnt into an inhomogeneously
broadened lineshape due to the steady-state preparation by a laser with
£aitial frequency* :'. The lower curve is a computer ?lot of Eq. (2.20)
giving the transient response of the entire lineshape when the ;aser
frequency '-s suddenly switched from 2to '
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17. See for exa ple R. C. Eden, Proc. IEEE 63, 32 (1975).

18. R. L. Shoemaker and R. G. Brewer, Phys. Rev. Lett. 2-8, 1430 (1972);

R. G. Brewer and E. L. Hahn, Phys. Rev. AS, 464 (1973); ibid., All,

1641 (1975).

*19. S. Haroche in High Resolution Laser Spectroscopz (Springer, Berlin,

1977), edited by K. Shimoda, p. 253.
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* 4 coherence effects are faithfully observed. It is evident that other -

coherent transients can be observed in this way where the time scale may

be reduced even further.
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order term man-fests itself as a Gaussian-build-up of the nonllnear FID.

The corresponding theoretical result in Fig. 5c where 6-0 and X-2.3 GEz

shows this interference effect again but in a more dramatic way.

-~. -.d S/1-7 GHz and we sea that tu.nng the laser from the low

to the high frequency side of the transition reverses the phase of the

first order FID. Compare the theoretical curves Figs. 5b and 5d where

6/2T-1 and -1 GEz, respectively, which shows the same phase reversal.

Figure 4d also gives evidence of a hyperfine interference beat because

the laser is now tuned midway between the two pairs of lines so that all

four transitions are prepared. The FID is now modulated at -1.8 GHz, which

is the ground state hyperfine splitting of Na. The mechanism for this

18
process is very likely a coherent Raman beat effect, but further studies

are needed in testing this idea. In any event, it now becomes possible

to detect microwave splittings by a transient method where the beat

19frequency exceeds quantum beat measurements-by at least one order of

magnitude.

V. SUZqARY

We have described a laser frequency switching technique which permits

coherent optical transient investigations on a subnanosecond time scale.

A key feature of these measurements is that they are highly reproducible

and lend themselves to quantitative analysis. This point is illustrated

by optical FD which shows new characteristics when the temporal resolution

is -100 picoseconds. Detailed theoretical predictions of these new



23

A more physical explanation of the frequency dependence of first order

FID is that it behaves like the dispersive part of a Lorentzian lineshape

in which Doppler broadening has been ignored. For example, at large

detuning a Lorentzian (y-ix)/(r +x 2) approaches i/x and yields the slow

tuning behavior described above. For small detuning, we also expect the

first order FID signal to change sign as we pass through the Doppler peak,

and furthermore to equal zero exactly at resonance. These characteristics

are evident in Figs. 4 and 5.

Figure 4a shows the observed FD signal for the laser tuned 6/2w-1.5 G~z

below the transition frequency. The nonlinear FID is reduced by a factor

of e2 and does not appear. The observed signal is the linear FID and

obviously is nonexponential; it is complete in 500 psec, as expected since

T2=340 psec. A careful analysis shows that the beat frequency is -6.5 GHz,

which is equal to (w21-S')/2ir rather than (SI-Q')/2-5 GHz.

Figure 4b shows the FID for 6/21r-0.7 GHz. Here there is a large

amplitude preparation due to the saturation of a resonant velocity group.

The decay, which persists beyond the first order FID, is exponential in

agreement with Eq. (2.21), being given by e-Xt in this power broadened

regime with X-0.8 GHz. The observed beat frequency is equal to the laser

frequency switch of 5 GHz. These signals are also absorptive since we find

that their phase is invariant to laser tuning.

Figure 4c shows the FID for w21-Q-0. Note that here the first ordar

.. and nonlinear FID cancel at the time origin, and the decay of the first
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In Fig. 6, the experimental FID signal for the sodium D line is

compared to a theoretical computer fit in time where now the parameters

(S2-4')/2w-6.7 G~z, 5-0, and n-0.055. Considering the fast time scale, the

fit is quite good. The slight deviation in amplitude and frequency at

0.6 asec results from a -Ainor impedance misaz- caused by an air gap

separating the two LLTaO3 crystals (Fig. 3). The power spectrum of Fig. 7

is the digital Fourier transform of Fig. 6 and indicates an even closer

fit because low frequency components are displaced from the central line

at 6.7 GHz, which obviously is the nonlinear FID. The quantitieas T -=32 usec

" ?.2

and 'i-O.055 imply a power-broadened homogeneous linewidth of 0.19 GH: FWKflK

(see Eq. (2.21)) whereas the broader 0.87 GHz linewidth of Fig. 7 reflects

the -1 nsec duration of the FID signal.

Now consider Fig. 4 where first order and nonlinear FI can be

dist insuished by varying the preparative laser frequency 9. This can be

seen by first noticing that the nonlinear component is associated with

the resonant excitation of a single velocity group. Since the density of
2

the velocity dsibuion is a Ga ine F(D. the nonlinear FID decreases

rapidly with laser detuning as in Eq. (2.21). The first order component,

however, is primarily a nonresonant phenomenon where all velocity groups

participate weakly. This can be seen in Eq. (2.23) where the first order

FID varies slowly with laser tuning . By tuning off the Doppler peak,

therefore, one should see a slow reduction in first order FID, and a rapid

disappearance of nonlinear FID..................................... n...as...n ... ..-..........rcomonnt



In the field of nuclear magnetic resonance (NM), there exist several

ways of reducing the time-dependent magnetic dipolar interaction between

spins. Examples are motional narrowing,1,2 macroscopic sample rotation,3

spontaneous spin flip-flop processes, 4 and forced spin precession. 5- 0  In

this article, we report the first observation of this kind in an optical

transition of a low temperature solid, LaF3 :Pr3, where the dilute nuclear

spin (1) is praseodymium and the abundant spin (S) is fluorine. The Pr 3+

ions are coherently prepared by a laser field and thereafter exhibit

nonlinear optical free induction decay (FID). The Pr 3+ dephasing time,
11

as suggested in earlier work, is limited by spin diffusion among the

19F nuclei which undergo resonant flLp-flops and impress weak fluctuating

fields on the 141Pr nuclei. This action adiabatically modulates the Pr3+

optical transition frequency through the dipolar I-S interaction and

broadens the line. We now show that the half-width half-maximum (HWHH)

optical linewidth is reduced from -10 to -2 kHz when the fluorine spin

diffusion process is quenched by application of suitable magnetic static

and rf fields, causing the 19F nuclei to precess about an effective

magnetic field at the magic agle in the rotating frame. This observation

enables us to identify in an unambiguous way that the 19F- 19F dipolar

interaction is the dominant optical line broadening mechanism and provides

the first test of spin diffusion theory in an optical transition. As we

shall see, the behavior at optical and rf frequencies is different.

Imagine that the Pr3 ions are coherently prepared by a laser field

in the optical transition 1--2 and then experience nonlinear FID when the

laser frequency is switched outside the Pr + homogeneous linewidth. The
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novelt of t techique1  is that a single homogeneous packat (;<10 kHz

width) can be selected from the much broader inhomogeneous lineshape (5 GHz

r cwidth). The FID signal, eupressed in terms of the induced polarization,

%- is of th form

i (W 12t+P 12 (t')dt'
<p Wt> - (1 ()

where 612 (t') represents he flucuaion in the optical transiion

-frequency 12 due to the nuclear dipolar S-S and I-S inteactions. The

bracket denotes an average over the optical inhomogeneous lineshape, the

geometric variables of the I-S interaction, and the S-S spin fluctuations.

With the assumption of Markoffian spin statistics, we apply the spin

diffusion theory of Klauder and Anderson12 and find that (1) predicts a

Lorentzian homogeneous lineshape having a HWHM linewidth

.''I AV"'I"_ "I ' \-"Y~zUSR (2)

Here, y1 (-23 kHz/G) denotes the enhanced gyromagnetic ratio of14

for the lower (double prime) or upper (single prime) electronic state.

The fluorine spin S has a gyromagnetic ratio yS (4 kHz/G), number density

n, flips at the intrinsic rate r and has a macroscopic rate parameter R,

12introduced by Klauder and Anderson to assure stationarity.

Now consider the application of a static magnetic field B and a radio

frequency field B(t)-2B coswt which is detuned from the fluorine Larmor

frequency ySB0 by A =Y So-w. In a frame rotating at the frequency w, the

effective--- fil erS~~ is stationary and makes an angle

-l 3/A)19"-tan ' B s/A with the static field Bo . When the F precession

SX ........ .......-.... ....
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19frequency y SB e exceeds the square root of the S-S second moment, the F

precessional motion at the angle 8 will tend to be uninterrupted, and it

is then advantageous to perform a transformation to a second rotating

* *"*8-10frame where the axis of quantization is parallel to B * In this tilted
e

rotating frame, the secular part of the dipolar Hamiltonian-e.e +W

contains the time-independent terms

Iq B cossWI( (3a)

.y9 5()~ (3co (3b)

where Ae_( 2(b"j-bipSjzIz and x )- F, akj (3SkzSj z__S-36 are the
j k<j

corresponding dipolar terms in the absence of an rf field, akj and b.

being the usual geometric factors.*-1 We are now able to modify Eq. (2)

by including the effect of an rf field on the Pr3+ optical linewidth.

First, (3a) implies that S z (a)-.coseS z(0),5 which replaces the heteronuclear

term S1 in (2). Second, we associate the S spin flipping rate r in (2)

with an inverse correlation time, r(O)'ElIT (O)-1 1 (3cos 2O-1)I/ (0), derived

previously by Mebring et al. for NHR 9 using the result (3b). Equation (2)

now takes the form

Av(5) - Av(0)Icos8 O (3csB) , (4)

and gives the Pr optical linewidth as a function of the off-resonance

angle 8. Equation (4), which is shown in Fig. 3, predicts that the

linewidth vanishes at the magic angle 5-cos-1 /73 or 54.7* and also at

0-r/2, the fluorine resonance condition.
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3+ 1
The Pr transition examined, D 4-* H4 at 5925X, involves the lowest

2 4°

crystal field components of each state. These are electronic singlet

3+states that couple to the Pr nuclear spin 1-5/2 in second order,

producing quadrupolar splittings of order 10 MHz and an enhanced nuclear

gyronagnetic ratio yT" Three equally intense optical transitions occur,

1"*-*1'-±5/24-)+5/2, t3/24-0-±3/2, and ±1/24-1/2, and overlap due to the
z z

large inhomogeneous strain broadening of -5 GHz. We investigated the

±1/24--±i/2 transition, which is easily identified because it appears as

a long decay following the faster 5/2 and 3/2 components, consistent with

Eq. (2) and a computer simulation of a triexponential decay.

11

Optical FID is monitored by laser frequency switching using the pulse

sequence of Fig. 1. An acousto-optic Bragg modulator, driven by a 110 MHz C
rf pulse generator, deviates the beam of a cw ring dye laser through a

1.5 m aperture while imparting a 110 MHz laser frequency switch. Before

and after the pulse the undeviated beam is blocked and since the pulse

repetition rate is 1 Hz, complications due to optical pumping are reduced.

The transmitted beam propagates along the c axis (laboratory y axis) of

a 5x6x7 mm,3 crystal of LaF3 :Pr 3+(0.1% Pr3+) before striking a p-i-n photodiode.

The laser field is linearly polarized along the laboratory x axis and has

a 1.0 mm diameter in the crystal at a power of 10 mW. In Fig. 1, we see that

the Pr3+ ions are coherently prepared by the optical field during the

initial 200 1.sec of the pulse, and then FID occurs when the laser frequency

*22 shift is suddenly reduced from 110 to 108 MHz, the laser field remaining

constant. Most important, broadening due to laser frequency jitter is

... . . . .. . . . . . . . . . . . . . . . . . . . ._*
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reduced by frequency locking the ring laser to a passive external reference

cavity, the laser stability being -1 kflz over the duration of the

measurement, -50 U.sec. 7

For the spin decoupling experiment, an rf coil oriented along the x

axis is in close contact with the crystal and provides a pulse with a

rotating component B -25 G which is variable over the frequency range 0 tox

600 k~z and is time-coincident with the optical pulse of 400 lisec duration

(Fig. 1). Both coil and crystal are immersed in liquid helium at l.8*K.

*A static magnetic field BO-130 Gauss is oriented either along the z or y

laboratory axes (. or ii to the crystal c axis) and exceeds the local field

so that the nonsecular dipolar terms are small. Individual FID signals,

which appear at a 2.003 Mflz. beat frequency because of heterodyne detection

with the laser field, are captured with a Biomation 8100 Transient Recorder

for reproduction on an X-Y chart recorder (Fig. 2). In the absence of

power broadening, the observed dephasing time is T 2 /2.

A clear demonstration of optical line narrowing by spin decoupling is

indicated in Fig. 2 for the case B .Lc axis. In the absence of rf, trace
0

(a), the linewidth at EM~ is 10.2 kflz (T in15.6 ilsec). In the presence of

*rf, trace (b), the value is 2.4 kHz (T =66 iisec) where the rf frequency

*w/27rr450 kliz corresponds to the magic angle 54.7*. Additional confirmation

is obtained by varying the rf frequency over the range from off-resonance,

* $no, to on-resonance, w/27ffi520 kHz or $-wff/2. Figure 3 shows that the

.4.

" observed optical linewidth for the case B ic axis follows the theoretical
0

expectation Eq. (4), where a frequency offset of 3 kHz is added to account

*~* *~ ****..'.--..* ~ .;v~~.>.:.e~ *..*.. .d**.~*.~... .. .. *>* -: *...-.. .. ..
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for residual broadening. Furthermore, at frequencies above resonance

(Plr/2), the experimental pattern repeats with the mirror symmetry

predicted by (4). For the case B -c axis, the behavior is similar but

not identical to Fig. 3 because of the Pr3 hyperfine anisotropy. Our

theoretical model for spin decoupling therefore is confirmed in some detail

and clearly exposes the magnetic origin of the optical line broadening

mechanisi -am.

On the other hand, spin decoupling in N*2 has revealed different

characteristics, partly because the FTD observed in the rf region is a

first order process and thus both dynamic and static interactions

contribute to the linewidth. In systems such as AgF, the F spin diffusion

109 4process can motionally narrow the NMR Ag resonance, and when the spin c
diffusion process is suppressed as it is at the magic angle, the linewidth

9,10 91broadens rather than narrows. Line narrowing9 ' 1 0 is observed, however,

at the F resonance condition Ov"f/2.

At the magic angle, the optical linewidth of -2 kHz appears to be

limited by residual laser frequency jitter. Of course, a fundamental

limit of 160 Hz is set by a 1D radiative lifetime of 0.5 msec. We estimate
2

that at I.8*K the phonon broadening linewidth is only 7 Hz, and in the

preparative FID stage, laser power broadening and the effect of a finite-

optical pulse width of 200 .sec are negligible. As the laser frequency

stability is improved further, it will be possible to examine weaker

interactions which otherwise would be obscured in the absence of spin

decoupling, an emple being the r- 41  interaction. Thus, a new -. ;

,°'-,-'-" '. " .: c" ° " '" . . . . . ..". .. .. ..ki l il i . .- *. 2m mm



family of spin decoupling experiments can be carried out for the first

time at optical frequencies, allowing the manipulation and study of the

basic dynamic processes.

The technical assistance of D. Home and K. L. Foster are acknowledged.

I.

7-:
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110MHz 108MHz
Laser
Field

RF
FieJ

FID W

0 200 400 pisec

Figure 1. Pulse sequence shoving the laser field and its frequency shift
and the spin decoupling radio frequency with time. The Pr 3 + ions are
coherently prepared by the lser field in the initial 200 jisec interval
and then exhibit optical. F=D when the laser frequency is suddenly switched
2 %Mz at tin200 U.sec.
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ABSTRACT: Optical free induction dephasing times as long as 16 lusec, -

corresponding to an optical homogeneous linewidth of 10 kHz, have been
observed for the 3 H4 -*.lD2 transition of Pr3+ ions in LaF3 at 2*K.
Measurements are facilitated by a frequency-locked cv dye laser and a new
form of laser frequency switching. Zeeman studies reveal a Pr-F
dipole-dipole de~hasing mechanism where the Pr nuclear moment is enhanced
in both 1D2 and H14.
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In this Letter, we report a new advance in the observation of extremely

long optical dephasing times in a low temperature solid. Coherently prepared

3+
Pr impurity ions in a LaF host crystal exhibit optical free induction

3

decay (FID) where the dephasing times correspond to an optical linewidth of

10only 10 kHz half-width half-maximum and a spectral resolution of 5x101. At

this level of resolution, which represents a fifty fold increase over our

1
previous measurements, it is now possible to perform detailed optical studies

of magnetic Pr-F dipole-dipole interactions in the ground and optically

excited states. Heretofore, such weak relaxation effects could be detected

2-4only in the ground state by spin resonance techniques or radio-frequency

optical double resonance.5'6

3+ 3?
The Pr3+ transition H4 -'D monitored at 59251 involves the lowest

4 2

crystal field components of each state. These are singlet states where the

2J+l degeneracy is lifted by the crystalline field due to the low Pr3+ site

7 3+symmetry, perhaps C2 or C 2v The nuclear quadrupole interaction of Pr

(1=5/2) splits each Stark level into three hyperfine components which are

each doubly degenerate (±Iz), and to a first approximation, three equally
z

probable optical transitions connecting these states occur, namely,

1"4-1'-5/2 -- 5/2, ±3/2-±3/2, and ±1/2-±1/2. All three transitions overlap

and can be excited simultaneously by a monochromatic laser field since the

3+
Pr hyperfine splittings of order 10 MHz are considerably less than the

inhomogeneous crystalline strain broadening of -5 GHz. Weaker transitions

of the type 5/24-*1/2, 5/2+-'3/2, ... also occur among these hyperfine states

because of a nonaxial field gradient at the Pr3+ nucleus which mixes the I >
z

wavefunctions slightly. As noted previously,1 '8 the weaker transitions



2

redistribute the ground state hyperfine population distribution drastically

in an optical pumping cycle, and play an important role in the optical

dephasing measurements reported here.

9.

3r' ras shown that when an electronic singlet of a rare earth ion

admixes with close lying Stark split levels of a given J manifold, it produces

in second order a pseudo-quadrupole moment and an enhanced nuclear magnetic

moment

where the notation is that of Teplov. 4 ere, the principal axes are labeled

:L=,y,z, the nuclear and electronic g values are gN and g., the electronic

3atri eleen Ai±nAjI<lJ 0>I) connects the lower state 10> with

n~0 /(E.E,)-3

an excited state inL> removed in energy by En-E0 , and Ais the Pr 3+hyperfine el

constant. Now imagine that a fluctuating local magnetic field Hexists atz
3+the Pr site due to distant pairs of F nuclei participating in mutual spin

flips, and ignore other dephasing mechanisms for the moment. This field

modulates the optical transition frequency randomly through a Pr-F

dipole-dipole interaction and produces a HW' homogeneous optical linewidth

zA z z (2)

where " and y are the Pr nhanced gyromagnetic ratios (y =m /ti of H,. - z z z
7and w D Because the Pr nuclear wavefunctions are mixed to some extent,

rigorously I is not a 7o od quantum number. Nevertheless, to a goodz
5P8approximation 1 -1gn and as already mentioned, we a fmect three strong

od atstical transitons fjr3/2>f 3/2>, and jhl/>-fl/2>whr "- n -' are -he -r. h cd gyroa ni.ra.o.(..-z/ -z of 3. . ..
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3for collision-induced vibration-rotation transitions within the B H.+

state. The lower transition level can only decay to neighboring

vibration-rotation levels via collisions at the rate

rl r (3)v-r

On the other hand, the optical dipole dephasing rate is

r 1 (rl+r) + r (4)

where r-l/T2. The quantity r represents the rate of phase interrupting

eZastic collisions caused by perturber-induced energy level shifts. The

competition of other possible elastic collision mechanisms will be ,..

discussed later.

2.3 Two Pulse Delayed Nutation

Consider that two brief laser frequency switching pulses with delay

time T are produced. The first pulse induces nutation in 12 vapor, which

is contained in an evacuated and sealed off cell, and thereby creates a

population imbalance among the transition levels. In the interval T

between the two pulses, the population difference is partially restored

due to relaxation. The second pulse monitors the extent of population

recovery through the magnitude of the resulting nutation signal. The

envelope function of the second nutation signal is of the form [16]

s ( l+ _i) -r 2T + (1 Y- )e - r l T (5)

2-.N1-.I

and in principle it is possible to measure the population decay rates r2  -,

and 1I where y is the radiative decay rate for the 2-1 transition alone.

.......................... ...... ... ...... . . . . . . . . . . .



of 9 cm-I while the v'-2 assignment follows from the appearance of two

vibrational bands to the high frequency side of the transition frequency.

The u.per state v'-15 follows from a comparison of the observed transition

energy 16,956.39 cm with the calculated value 16,956.35 cm using the

_-.'.'rcscooiz ccnstants of "7E a-nd I I Ir. I SE_ 7 . he transiticn

wavelength is measured with a digital wavemeter, a travelling Michelson

iiterferometer (15], using a frequency-locked He-Ne reference laser where

6the measurement is accurate to 1/10 after correction to vacuum wavelength.

2.2 Relaxation Model and Notation

Tn what follows, we adopt the theoretical derivations and notation of

SCHENZLZ and BREWER (16] where a two-level quantum system interacts with

a classical electromagnetic field while undergoing relaxation. The upper

level is labeled 2 and the lower level 1. We assume that the optical

excitation of the transition 1-2 does not modify the population

distribution of the remaining n levels which act as a thermal reservoir.

The upper level has the population decay rate

L2  + r + r 1,i.'

where the pressure-independent term

sp 2)

consists of radiative decay 7 to vibration-rotation levels of the ground

electronic state and the term y accounts for spontaneous predissociation.
sp

The -ras: a collision rate ' applies to transitions to other electronic
e

states including collision-induced predissociation. The rate ' allows
v-r
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a frequency switched cw dye laser, the broad tuning range permits general

studies in atoms, molecules and solids--in a manner resembling the

versatile pulsed NMR techniques. The apparatus [4] consists of a cw dye

laser that is phase modulated by an electro-optic intracavity crystal, an

X-cut ammonium dideutero-hydrogen phosphate (AD*P) crystal which is driven

by a sequence of low voltage pulses. The laser frequency shift is

0.6 MHz/V. The frequency switched beam irradiates the sample before it

and the coherent emission from the sample strike a photodetector. The

FID and echo signals are easily detected because they produce a heterodyne

beat with the laser which acts as a local oscillator, the beat frequency

being -Q'..

2. COLLISION PHENOMENA

The relaxation behavior of electronically excited 12 vapor has been

studied extensively and exclusively in the past by fluorescence decay

measurements [11-13]. With few exceptions, the observations have been

confined to inelastic collision mechanisms which deplete the excited state

population. In this section, we reexamine a number of these inelastic

processes for I2-I2 collisions using coherent transients. In addition,

elastic collisions which were not detected in the older work are found to

exhibit a profound optical dephasing in an FID or echo experiment.

2.1 Transition Assignent

Only one optical transition is studied here in detail, the R(59) line

1+ 3o,of Z-B10 (v,J)-(2,59)---(15,60). From the fluorescence spectrum,g o

the rotational assignment is confirmed by the P and R branch line splitting

71.-. .

~2~~ *.*. .. . . .. ~ . . . . . . . . . . . . . . . . . . .-
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1. LASER FREQUENCY SWITCHING

Consider a stable single mode cw laser of frequency n which initially

excites an atomic two-level quantum system under steady-state conditions.

For a dilute gas, the spectral lineshape will consist of a narrow

homogeneous contribution and a much broader inhcmogeneous Doppler

lineshape. The atomic group having longitudinal velocity vz will be

excited resonantly at the laser frequency 1 and therefore will be - -

-coherently prepared since the upper and lower states will be in

superposition. The entire collection of excited atoms constitutes a phased

array of dipoles which can emit or absorb coherent light. The well known

atom-field interaction is described by the Maxwell and Schrodinger wave

equations, and the relevant theory is given elsehwere [7,9].

Now imagine that the laser frequency is abruptly switched from Q to

'. The initial velocity group vz, which is no longer resonant with the

applied field, radiates a coherent beam of light in the forward

direction--the free induction decay effect. Simultaneously, a second

velocity group v' is excited coherently and exhibits Rabi oscillations,

the nutation effect, where the atoms undergo alternating stimulated

absorption and emission. If the laser is frequency switched twice in

succession by tvwo brief pulses, the velocity group v' emits a photon echoz

in the forward direction. Evidently, by varying the pulse sequence the

entire class of coherent optical transients can be observed in this manner.

Laser frequency switching obviously resembles Stark switching [i0.'

However, the former is not restricted to Stark tunable systems, and with

.%°.
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Perhaps the oldest spectroscopic technique for studying time-dependent

interactions in matter goes back to the turn of the century when

MICHELSON [1] demonstrated that atomic collisions can broaden spectral

lines. Some 55 years later, similar time-dependent interactions were

pursued in more sophisticated and detailed ways by pulsed nuclear magnetic

resonance--the difference being that the measurements were carried out

more directly in the time domain using coherent radio frequency sources.

The development of this field abounds with coherence effects such as the

spin echo and the free induction decay (FID) effect introduced initially

by HAHN [2], and thus has set an example of what might be done at optical

frequencies using laser sources. Indeed, the optical analog of the spin

echo was first reported (3] in 1964, and the field of coherent opticaZ

transients has progressed steadily since that time.

At IBM we have been using coherent optical transient methods to study

(1) molecular collision mechanisms in 12 vapor (4], (2) the optical dephasing
3-."o

behavior of Pr3+ impurity ion in a LaF host crystal at liquid helium3

temperatures [5], and (3) novel coherence phenomena which occur in sodium

vapor on a 100 picosecond time scale (6]. Here, the experimental techniques %

of laser frequency switching (4,6] are utilized. In this article, recent

work on I2 collisions is discussed. Theoretical derivations, other

background material, and references not given here may be found in review

articles (7-9].

. . .. .
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effects.
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Other broadening mechanisms we have considered appear to be negligible.

1 13
They include a D radiative decay time of 0.5 msec 13 (0.16 kHz) and phonon

8 3"processes (0.8 kHz). Our linewidths are also independent of Pr3+

3+ 3+concentration in the range 0.03 to 0.1 atomic % so that Pr -Pr interactions

are excluded. Since the width is independent of laser power and a nutation

signal is not detected, we estimate that the optical transition matrix element

uij54.5xlO- Debye. This implies that only 10 - of the 'D2 ions return

3directly by radiative decay to the ground H state; the remainder radiate

3 1to excited Stark split states of H4 and other states13 followed by rapid

spontaneous phonon emission processes to the ground state. Clearly, the

optical pumping cycle is not simple. The contribution of laser frequency

jitter to the linewidth appears to be small since the decay time varies with

external magnetic field in a predictable manner. We expect that a

significantly higher spectral resolution can be achieved in the near future

and will further improve precision measurements of this kind where ultraslow

optical dephasing processes occur.

We are indebted to D. Home for the design and construction of the laser

frequency locking circuit and to K. L. Foster for technical assistance. We

are pleased to acknowledge conversations with E. Wong, L. E. Erickson,

C. S. Yannoni, 1. D. Abella, E. L. Hahn, W. B. Mims, and A. Wokaun.
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modifies the optical pumping cycle and the R population distribution in a

sensitive way by mixing the nuclear wavefunctions 11 > further since the 1D
z 2

8Zeeman and quadrupole energies can be comparable. This model is also

consistent with the zero field rf-optical double resonance observation6'8

3that the "I. quadrupole transition 15/2>'-13/2> is more intense than the

13/2>- 1/2>. More detailed calculations of the nuclear avefunctions are

needed to test these ideas further and will require determining the

3 1orientation of the principal axes x, y, z for both H4 and D2 .

We now turn to Eq. (2) to determine the D2 enhanced gyromagnetic ratio

MO4Ga h r3+ a
y;. A fluctuating local dipolar field of Hz-.41G at the Pr site due to

the fluorine nuclei can be deduced from the ground state value' Y"/2-r-23 klz/G
z

6 3and a ground state linewidth of 9.5 kHz for the H4 quadrupole transition

15/2>-13/2> at Ho-OG. The same local field modulates the optical transition

frequency producing a considerably broader linewidth of 44 kHz (Iz-5/2) at

Ho-OG. Therefore, we find from (2) that y'/2,r-2O4 kHz/G where we have taken0 z

the enhanced moments of 3 H and ID to be of opposite sign. This quantity

is bounded by 1.29<y'/2n<19 kHz/G, the lower limit being derived from the
z

first term of (1), i.e., with no enhancement. The upper limit follows from

the second term of (1) where we assume in A the maximum matrix element
zz

<liJ 10>-2, the lowest Stark level of D mixes with the first excited statez 2
-l 9where EI-E =23 cm , giml, and A-l.093x10 Hz. If y" and y' are assumed to10 z

be of the same sign, y;/2r-66 kHz/G which exceeds the upper limit. In

10• addition, ab initio calculations of <j > are in serious disagreement withz

"-*. our experimental results.

7-. .. .. ..
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hyperfine states excited (three packets) will be depleted and FID cannot be

detected. However, by sweeping the laser frequency at a slow rate of

SlO kHz/16 usec so as not to influence the decay rate, the pumping cycle can

1 3be reversed and the hyperfine population partially restored. The H4

hyperfine population diz:ribution which results depends on the sweep rate

and the relative transition probability among the hyperfine states as they

1 3
decay from to H4 via intermediate states. Therefore, the pumping cycle

dictates which of the three strong transitions can be prepared to yield FID.

In Fig. 1, a dramatic variation in the FID occurs when a weak external

field H is applied perpendicular to the crystal c axis. The T2 dephasing0,2

times for the three cases are (a) 3.6 psec at H -0.5G (earth's field), (b) 3.5
0

and 15.6 usec at H =19G, and (c) 15.8 Usec at H -76G. Note that case (c)
0 0

corresponds to a 10 kHz HWHM linewidth which appears to be the narrowest

-. homogeneouaZy broadened optical transition detected in a solid. Its magnitude

is comparable to 'M linewidths 2 '4 '6 which result from a magnetic

dipole-dipole dephasing process. Cases (a) and (c) are single exponentials

(Fig. 2), the ratio of the two decay times being 4.6. The intermediate case

(b) is dominantly a biexponential and displays precisely the same two decay

times found in (a) and (c). It is significant that the decay time ratio

approximates 5 and that the magnitude of these decay times is essentially

independent of magnetic field. These results are consistent with Eq. (2) 7]
where we expect three decay times in the ratio 5:3:1, and we conclude that

case (a) represents dephasing due to the 15/2> state, case (c) to the 11/2>

state, and case (b) to both of these states with possibly - all contribution e'-.

from 13/2> as well. We conclude that application of a weak magnetic field

. ;..-.- .-. ,-.-: . ... -... ,.-,° - ,..-,... . . .-.-.-..... .... . -..-.....- - - - - . - - -,---...-,.- . . .. -.-.- .. .. .....-
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extra-cavity laser frequency switching is compatible with laser frequency

locking which we now consider.

To detect ultraslow dephasing times by FID, the laser frequency must
d.

remain fixed within the sample's narrow homogeneous linewidth Av-l/(2.rT )

for an interval -T2 - a stability condition which is less stringent than in

a linewidth measurement. In the present work, a frequency stability of -10 kHz

in a time of -16 Usec is required. To this end, our laser is locked to an

external reference cavity which provides an error signal in a servo loop of

high gain for correcting slow frequency drift and high frequency jitter. The

noise spectrum as seen from the error signal or a spectrum analyzer is not.

flat but is dominated by isolated jumps of 30 to 100 kHz in a 10 Usec period.

At such times, the sample is. prepared at two (or more) discrete frequencies

which result in a deeply modulated FID pattern. This behavior agrees with

a computer simulation of FID which assumes a bimodal spectrum. However, at

other times frequency jumps do not occur, and the free induction decays

monotonically as in Fig. 1. Under these conditions, a laser jitter of <10 kHz

" permits a reliable decay time measurement of these singZe events which are

* considerably longer-lived than the time-averaged value of many decays. These

signals are captured with a Biomation 8100 Transient Recorder and then

*i reproduced on an X-Y chart recorder.

A key feature of the measurement is an optical pumping absorption-emission

cycle which transfers population from any given hyperfine level of the 3H,

ground state to its two neighbors, for example from 13/2> to 15/2> and 11/2>
3H

within the 3ame inhomogeneous packet. As a result, each of the three 3 H
4" %'



Therefore, from (2) three different decay times should appear in an optical

FID. We shall see that this idea is supported and that y' for 1D can bez 2
5

obtained since y" is known and Hz= 27trf/Y". can be deduced from an rf-optical

double resonance linewidth 6 of the 3a4 state. Furthermore, these experiments

offer a new way of testing ab inicio calculations of Aii as well as the

Pr3+ site symmetry, which remains controversial.
10'11

The technique adopted for observing optical FID relies on laser frequency

switching,12 but in a new form. A cw dye laser radiates a beam at 59251

which is linearly polarized at a power of -4 mW. The beam passes through a

lead molybdate acousto-optic modulator which is external to the laser cavity

and oriented at the Bragg angle. The Bragg diffracted beam is focused to a

200 micron diameter in a 7x7xl0 mm3 crystal of Pr :LaF3 (0.1 or 0.03 atomic %

3+Pr ) which is immersed in liquid helium at 2*K, and the emerging laser and

FID light, which propagates parallel to the crystal c axis, then strikes a

PIN diode photodetector. The Pr3+ ions are coherently prepared while the

modulator is driven continuously and efficiently at 110 Mfz. FID follows

when the rf frequency is suddenly shifted (100 nsec rise time) from 110 to

105 MHz, the duration of the switching pulse being 40 usec. Note that the

laser is switched 500 homogeneous linewidths. Figure 1 shows FID signals

produced in this way where the dephasing time T2/(l+Yl+x T1T2)'T2/2 is

2independent of power broadening since X T1T2 <<, X being the Rabi frequency.

The anticipated heterodyne beat of 5 MHz frequency is readily observed because

the shifted laser and FID beams overlap due to the change in the Bragg angle

(0.4 mrad) being less than the beam divergence (7 mrad). This type of

'-"...'.'.."." L-. "'.' ..' .' ""." ." .....-.... ... . .-....... .... -..- .... . ... ... -....
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2.4 Spontaneous Emission

The quantities rr and r are easily determined in the conventional

way by monitoring the spontaneous emission decay time as a function of 12

vapor pressure. The sample is excited by a 500 nsec optical pulse, due to

a eated Pockels cell which briefly transmits a cw laser beam. The 900

emission is detected with a photomultiplier. Since the radiative decay

time ^ changes very slowly with excitation wavelength [11],

collision-induced vibration-rotation transitions in the B31o+u will not

affect the measurement. However, the inelastic electronic quenching rate

r will be detectable.e

Combining the two pulse nutation measurement, which yields r2, with
the value II+i derived from spontaneous emission, we obtain r using

e v-r

(1). Since it has not been possible to measure rl yet, we invoke the

reasonable approximation

-r ~ r . (6)" v-r v-r

2.5 Free Induction Decay

Here the 12 molecules are prepared under steady-state conditions with

a cW laser beam. When the laser frequency is switched to a new value,

:he optically induced dipoles radiate in the forward direction and exhibit

the decay rate,

+ + (7)

where tha dipole dephasing rate V is defined by (4) and

**. . . . . .~ * * * . . . . . . . . . . . . . . . . . . . .

' ' - o , . *.'t , 4 .
.

* .. * ***" " '" .' " " - *. *...m L -.
L
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":5::- 2 xYr ( :'"
r I 2r1r2 (+r2-y (8)

reflects the intensity-dependent line broadening in the preparative step

due to the Rabi frequency

X I i,, E 0 /al1 (9)" ."':

where i is the matrix element for the transition i-j and E is the peak m
laser field amplitude.

Thus, in the zero laser power limit (x'O), the FD rate is 2r.
Furthermore, once r and r are known, we obtain the rate of elastic

2 1

collisions re using (4). Since r, r2>>r , any error introduced in r

through the approximation (6) will be small. Alternatively, the FID

measurement of F can be replaced by photon echo or rotary echo experiments

which we find all agree to within an uncertainty of 1 to 2%.

2.6 Optical Nutation

We now show how the radiative decay rate ? can be derived from the

optical nutation effect. Furthermore, the rate of spontaneous

rpredissocation y then follows from (2) once Fr is known. In terms ofsp

the Einstein A coefficient, we have for the excited state le'v'J'M'>

647r4~r, ElerllIV,2X

SA(e'v'J''" - - R Rv , ,, (10)
v~il3h 'it v vM"M '"""'

where the transition matrix element in (9) is

• ~~~~~~. ..-. ,.. .. .-.. .-.... . .. .... .. . . .. . . ........ _... . .. .....- ,.. -....-....... * -'., ."' '. :- .< "::'., .:::,i .. . . . . . . . . . ... . . . . . . . . ... ..-..- -... .. ..•. .... ..,.".,*,.,.- ".. .. _. . '- *.-, . .. - - .-. *""". * . -,. . -. -. -.. .- ". . .-"". .
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e'e"vv (11)-

The neglect of hyperfine interactions in the limit of large J is justified

elsewhere (17].

The optical nuration signal following a step function laser frequency

switching pulse is of the form

- 2
SN(t) -be b EXJ(Xijt) (12)

where b is a scaling factor, the Rabi frequency is given by (9), and J
0

is the zero order Bessel function. We include, in contrast to previous

treatments (7], the degeneracy in the rotational magnetic quantum number

M., which is large in this case as J'60. When (12) is fitted by computer

techniques to the observed nutation signal, we obtain

R ' '  - 0.150 ± 0.003 Debye (13) -...

fo heZ+...B 3 ou

for the IT 3~ , (v,J)=(2,59)--(l5,60) transition. The electronic matrix
g

element

R 0.740 t 0.015 Debye (14)

since the calculated vibrational overlap ±ntegral v" 0 2028 [18]. Note

that the uncertainty is 2% or less. The evaluation of (12) also reveals

that the degeneracy does not wash out the nutation effect since the most

intense transitions are weighted the most (17].

* *. - . - -.-.--..- ...-- ..-
• °. %.
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By invoking the vibrational sum rule ,Rv 'v ' 1 in (10), we can

estimate the radiative decay rate as

- 0.88 usec-1  (15)

This compares with :he obset-7ed pressure-independent decay rate

rr = 0.93 lusec -  (16)

Utilizing (2), we conclude that the spontaneous predissociation decay rate
se-1 ".

Y -0.05 Usec is indeed very small for the v'-15 level., This result
sp

compares favorably with a molecular beam fluorescence study (13] which

gives the dependence of the spontaneous predissociation rate on the excited

state vibrational quantum number where rsp reaches a minimum and very
spe

small value at v'-14 and 15.

3. SUMMARY

The various inelastic and elastic 12-I2 collision cross-sections a

can be derived from the corresponding decay rates r through the relation

I-Nav where N is the molecular density, the relative velocity v--V/T7f,
12712 .

and m is the reduced mass for I The results listed in Table I are
2'

given, however, in terms of the collision diameter squared, D2 -a/t, to

facilitate a comparison where possible with earlier work. We see that

the inelastic collision rate r for electronic transitions is in excellente

agreement with CHUTJIAN et al. (11]. The vibration-rotation rate rvr is

similar in magnitude to that of STEINFELD et al. (12] but presumably differs

because different transitions were excited, namely, 43'0", P(12) and R(14).

.:

F . . . . . . . . . ---... ---.. ., --. -, ...--........ -. .....-. .' .
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It is interesting that the elastic collision cross-section associated

with rV, which has not been determined heretofore, dominates all other

collision mechanisms. We expect that this process results from

perturber-induced frequency shifts of the molecular superposition state

over the brief durac:icn of a collision, bu- oher b -

considered as well. It appears unlikely that elastic velocity-changing

collisions occur as observed in infrared vibration-rotation transitions

[19]. We find that FID signals of 12 are exponential and do not display

3a cubic decay law exp(-Kt at short times (-10 nsec) which would be

symptomatic of a classical state-independent scattering. This is expected

since collisions of electronically excited molecules in a superposition

state will be state-dependent (20]. Collisional reorientation is another

elastic collision process, and its importance at the present time is

unknown and awaits further study.

Table 1 12-I 2 Collision Diameter (A2)

This work Other work

inelastic
electronic 70.5 70.0 (111
vibration 40 10 (121
rotation 36 (12]

elastic
phase interruptions 145

• : ..: 1,

...................................................
........................................................................... ".... "" .'," ,""," ", 5 -, . , " .... %,o ,,", .. ',5.%,_._-



11 :

REFERENCES

1. A. A. Michelson, The Astrophysical Journal II, 251 (1895).

2. E. L. Hahn, Phys. Rev. 80, 580 (1950); Phys. Rev. 77, 297 (1950).

3. N. A. Kurnit, I. D. Abella, and S. R. Hartmann, Phys. Rev. Lett. 13,

567 (1964).

4. R. G. Brewer and A. Z. Genack, Phys. Rev. Lett. 36, 959 (1976).

5. A. Z. Genack, R. M. Macfarlane, and R. G. Brewer, Phys. Rev. Lett.

37, 1078 (1976). L

6. R. G. DeVoe and R. G. Brewer, Phys. Rev. Lett. 40, 862 (1978).

7. R. G. Brewer in Frontiers in Laser Spectroscopy, (North Holland, 1977),

p. 341, edited by R. Balian, S. Haroche, and S. Liberman.

8. R. G. Brewer in Physics Today 30, 50 (1977).

9. R. .G. Brewer in NATO Advanced Study Institute on Coherence in

Spectroscopy and Modern Physics (Plenum Press, in press), edited by

F. T. Arecchi.

10. R. G. Brewer and R. L. Shoemaker, Phys. Rev. Lett. 27, 631 (1971).

11. A. Chutjian, J. K. Link, and L. Brewer, J. Chem. Phys. 46, 2666 (1967).

12. R. B. Kurzel, J. I. Steinfeld, D. A. Hatzenbuhler, and G. E. Leroi,

J. Chem. Phys. 55, 4822 (1971).

13. J. ViguS, M. Broyar, and J. E. Lehmann, J. Phys. B: Atom. Molec.

Phys. 10, L379 (1977).

14. J. Wei and J. Tellinghuisen, J. Mole. Spectrosc. 50, 317 (1974).

15. F. V. Kowalski, R. T. Hawkins, and A. L. Schawlow, J. Opt. Soc. Am.

66, 965 (1976).

16. A. Schenzle and R. G. Brewer, Phys. Rev. A14, 1756 (1976).

.::, ,7=



12

17. S. Kano and R. G. Brewer (to be published).

18. J. Tellinghuisen, J. Quant. Spectrosc. Radiat. Transfer 19, 149 (1978).

19. J. Schmidt, P. R. Berman and R. G. Brewer, Phys. Rev. Lett. 31, 1103

(1973); P. R. Berman, J. M. Levy, and R. G. Brewer, Phys. Rev. All,

20. P. R. Berman, Applied Physics 6, 283 (1975).

I.

* .

. . . . . . . . . . . .~ * ** **• -,. .



RJ2637 (33925)9/6/79

Physics

Appendix - Item 10

OPTICAL ROTARY ECHOES*
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ABSTRACT: The first observation of optical rotary echoes, the optical
analog of rotary spin echoes, is reported. Rotary echoes are produced in
a quantum mechanical tvo-level system which is driven resonantly (nutation
effect) by a coherent field that suffers a sudden phase retardation. The
initial nutation transient dephases, due to an inhomogeneity either in %
the driving field or the transition frequency of the sample, and then
rephases to form an echo following the phase shifting pulse. Hence,
optical rotary and photon echoes are similar processes - the former being
an interference in nutation and the latter an interference in free
precession. Perturbative solutions of the Bloch equations are derived
for the case where inhomogeneous dephasing arises from Doppler broadening
and the Rabi frequency exceeds the homogeneous damping rate. Observations
of the optical rotary echo in 12 vapor are facilitated by the technique
of laser frequency switching which generates precise phase shifts in the
optical field. The measurements corroborate detailed theoretical
predictions.
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I. INTRODUCTION

In 1959, SolomonI reported a new coherent transient effect in nuclear
• 4-

magnetic resonance (NMR), rotary spin echoes. While this phenomenon -

2
resembles the usual spin echo,. important differences exist which make it

particularly useful in the measurement of long relaxation times. Whereas

3the spin echo is a manifestation of free induction decay (FID) and appears

in the absence of a driving field, the rotary echo is a manifestation of

spin nutationt and appears in the presence of a driving field. In this

article, we report observations and a theory of opticaZ rotary echoes

which are the optical analog of rotary spin echoes.

A Bloch vector model5 description of rotary spin echoes (Fig. 1)

provides a simple introduction to the subject. Consider a two-level spin

system in the rotating frame where a static magnetic field H lies along
0

the z axis and a radio frequency field H1 lies along the x axis. We presume

for the moment, as Solomon did, that the inhomogeneity in H1 is much larger

than that in H0 and thus determines the spin nutation decay rate. In

other words, the distribution in the Rabi frequency is much larger than

the static inhomogeneous broadening. Here and in the discussion which

follows assume the rf pulse sequence shown in Fig. 2 where the rf frequency

a', which is initially out of resonance with the spin system, comes into

resonance at time t-O due to the frequency switch n'- S. This pulse causes

a magnetization M, which is assumed to be directed along the -z axis at

t-0, to precess in the yz plane about the x axis where the angle of

precession in time T is e-yHIT. For an inhomogeneous distribution in H,

. . . . . . .R, . . ,, . ° °



the magnetization vectors will precess at different rates and thus through

different angles 8 causing them to get out of phase.

Now assume that at time t-T the rf frequency is switched out of

rascnnca, -Z' for a duration T so chat the rf field suffers a phase

change .

For the case Owyr, the direction of H. in the rotating frame is reversed.

At the end of the pulse at t-T+T, the switch '- S1 brings the rf field back

into resonance with the spins, and they begin to execute precessional

motions about the x axis in the opposite direction but at the same rate as

before. The phase interruption thus acts as a mirror which reflects the

initial nutation signal backward in time. Therefore, at time t-2T+T all

magnetization vectors will appear in phase along the -z axis producing an

echo. A comput r plot of this dephasing-rephasing behavior (see Section 11

for details) is shown also in Fig. 2.

It will be evident from the above argument that an rf phase shift of

*-O or 0-2,r will not affect the spins, and consequently, the echo amplitude

will be zero. In general, we can see that the P-]

echo amplitude a maximum , - , 31r, 57 ....

echo amplitude - 0 , - 0, 2r, 41 .... (i.i)

. . . .. .."

.. . . . ° , - . . .* • -
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Solomon noted that for liquids the envelope function of a rotary echo

will be characterized by an exponential decay rate a which is the average

value of the longitudinal and transverse components,

a - g (1/T +1/T 2 ) . (1.2) .

Furthermore, using a multiple pulse sequence consisting of 1 phase shift

pulses, he showed that dephasing arising from self-diffusion can be

minimized and very long dephasing times measured because errors in the

r phase shift pulses are not cumulative as in a Carr-Purcell 6 experiment.

The possibility of observing optical rotary echoes had been suggested

7by Nurmikko and Schwarz, and such an effect has been detected recently

8in the microwave region by Rohart et al. for a molecular rotational

transition using the method of Stark switching..

Optical rotary echoes are observed here for the visible transition of

1012 using laser frequency switching. This technique is ideally suited -

for producing well defined phase shifts in a coherent light wave, making

the observation of optical rotary echoes a simple matter. In contrast to

1 7 7
earlier LM 1 and microwave studies, our measurements are performed in

the low intensity regime where the Rabi frequency is much smaller than

the Doppler linewidth. The nature of the solutions to the Bloch equations

for both low and high intensity limits is derived for an inhomogeneously

broadened optical transition subject to population decay and homogeneous

dephasing processes. We shall see that essentially all of the

* - -. 5 - .,- ~ -. . -
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characteristics described above for N.R apply to the optical region as

veil.

I. THEORY

A. Equations of Motion

It is not immediately evident that the optical rotary echo is described

by the same theoretical treatment vhich has been applied in NM. 1 ' 1 1  pa

example, at optical frequencies, inhomogeneous broadening is often the

dominant line broadening mechanism, the transition levels do not constitute

an isolated system, and spontaneous radiative decay is usually important.

Rovever, for spins, the lines are frequently homogeneously broadened, the

transition levels usually form an isolated system, and spontaneous decay

can be ignored. These differences have prompted us to carry out a detailed

calculation using the Bloch equations.

We assume a t-wo-level quantum system, having upper level 12> and lower

level 1I>, which interacts with a resonant laser field

E (z,t) - eE cos(nt-kz) , (2.1)

polarized in the x direction and propagating along the z axis. This field .-4

undergoes laser frequency switching with the pulse sequence shown in Fig. 2 -'

a roary cho.We eek olutons 2 ,13and produces a rotary echo. We seek solutions of the density matrix

equations of motion

ih [H,P] + damping terms (2.2)

,at..
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where the Hamiltonian

H H 0+ H,

consists of the free molecule term H 0and the electric dipole interaction

R a- x E 0cos(nt-kz)

For an optically thin sample of length L, the transient signal field

E 12 (z,t) E E12 (z~t)e£(t~ + C.C. (2.3)

obeys Maxwell's wave equation

_27rkNU Z >(2.4)
Z -2i~~12 S12>

where the tilde denotes the slowly varying part and N is the molecular

number density. The polarization

-Pt) NTr<up(t)> (2.5)

is to be averaged over the inhomogeneous lineshape, which is a Gaussian

in the case of Doppler broadening. The brackets in (2.4) and (2.5) denote

this average.

We introduce the phenomenological decay rates yand yto account

for population loss from states 11> and 12> which are assumed to be in

contact with a thermal reservoir. The rate Ydescribes radiative decay

for the transition 12> -11>, and y is the dipole dephasing rate.



With the definition

012(z, t) 0 12 (t) ei ' 'k ) (2)."-

and the neglect of nonresonant terms, the equations of motion (2.2) become

~1 - 1  1( -Pl ) + Y21P22

'11 2 -11 11

P22-" T ix(P12.0 2 ) _ y2p2

12 i X(P22 "PLl) + (-Y+i'&) 2 (2.7)

Here, the Rabi frequency x the tuning parameter A, and the eigenenergies

E of the free molecule are given by

X 012o'

A + 2+v + W--- q z 2'1':

l i 1 , 1,2

where kv is the Doppler shift and w21 -W -WI.

As noted previously, Eqs. (2.7) are not solved readily as they involve

"our coupled equations in the variables pl' P22' P2 and and

therefore, approxLmations are required. To make the problem tractable

ind yet retain the essential characteristics expected for optical rotary

ichoes, we restrict this discussion to two cases of damping

) Y 2 Y21 
m 0.

. . . . .Y - - -0: . . . . . "- Y ( 2. - J . . . . ," , . 8) . . " . . .. , 
"  

!
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s rephased and agrees wall with the predicted value t-2T+T-0.65 usec

ere the pulse delay time T-0.310 usec and the pulse width T-0.030 Usec.

Preliminary studies of the rotary echo damping rate yield

- 0.63 + 0.051p (mTorr) Psec (3.1)

ere p is the 12 vapor pressure, but it remains difficult at present to

st the relation (2.37) or (2.39).

In Fig. 5, the rotary echo sin 2/2 dependence in (2.35) is tested by

Eying the pulse width 'r. For T-20 nsec and a laser frequency shift

-Q')/2w-26.7 XMz, the phase retardation of the laser field 1.07',.

early, the echo shape function is a maxinum for odd multiples of ir and

ids to zero for even multiples of ,r as predicted. Note that the

:ompanying photon echo which consists of small-amplitude, high-frequency

:illations (26.7 MHz) clustered about t-2T+T exhibits a different behavior

:h pulse width, which is well known.

Finally, we have observed rotary (and photon) echoes, using a two-pulse

ier frequency switching sequence (Fig. 6). Now the velocity packet which

exci.ed resonantly in steady state for times t<0 experiences an initial

,se interruption arising from the first pulse. This procedure merely

ablishes an initial condition which differs from that used in Eq. (2.23).

reafter the rotary echo problem is precisely the same as the above

atment.

......................................................... *.. 2'
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The second velocity packet is resonant with the laser field for t<0.

It becomes nonresonant at t-0 and exhibits FD. The switching pulse which

comences at t-T causes this packet to be excited resonantly and generates

an FID or photon echo at t-2T+T (Fig. 5).

Thus, the rotary and photon echoes precisely overlap in time. They

can be distinguished, however, because the shape functions are different.

The rotary echo looks like a damped sinusoid where the oscillation

frequency is -X, the Rabi frequency, and the FID echo displays a beat

signal where the beat frequency is the shift n-W. In addition, the FID

echo can be suppressed by reducing the pulse width T as in Fig. 4. The

rotary echo can be suppressed by selecting a phase interrupting pulse with

0-0,27r,4,... as in Fig. 5. Finally, by switching completely outside the

17
Doppler linevidth, either rotary or photon echoes could be observed

alone.

We wish to emphasize that optical rotary echoes will occur

simultaneously with photon echoes in Stark or laset frequency switching

whenever the frequency shift is less than the inhomogeneous linewidth.

This point was not realized in previous studies.9'10

Now consider some of the other characteristics of the rotary echo

which are revealed in Fig. 4. First, the echo has the shape of a damped

sinusoid which assumes a zero value at t-0.66 Usec and resembles the

theoretical result Fig. 3. This crossing point identifies when the echo r

.................................................
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The I2 transition selected, (v,J)=2,59-o15,60 of X'.*B37 falls in

the visible region at 16,956.43 cm"  the wavelength being determined to

1/100 or better by a digital wavemeter. The 12 vapor is contained in an

evacuated cell of 20cm length having a thermoelectrically refrigerated

C-.- -- gar -Or reaumla -in- :ae vapor pressure. Except for

self-broadening studies, a 30 mTorr 12 vapor pressure was maintained. A

580A Spectra-Physics dye laser (Rboda-Ine 6G) delivered to the sample cell

-30mW in a collimated beam of 0.5m diameter. A laser frequency shift

(n-Q')/2r-30 'I!Hz resulted when a 50V dc square wave pulse, from a

Hewlett-Packard 214A generator, was applied to the intracavity AD*P phase

modulator. Additional details can be found elsewhere.
1 0

A typical optical rotary echo is presented in Fig. 4 and as we shall

see confirms our expectations. However, additional characteristics not

discussed yet require explanation. First note that the frequency switch

(2-Q')/2.r-30 Mz is adequate for observing coherent transients since it

far exceeds the homogeneous width of -3 MHz. Since the shift is much

smaller than the 12 Doppler width of 300 mHz, there will always be two

relevant velocity packets, one which is resonant and one which is _

nonresonant with the laser field. Each packet will generate its own set

of coherent transients throughout the pulse sequence. For example, the

rotary echo arises from a packet which is nonresonant with the laser field

for times t<O preceding the initial switch. This velocity group becomes

resonant at :-0 when the frequency switch takes place, exhibits nutation,

and thereafter produces the nutation or rotary echo in the fashion already

described.

-. +-......- ....... -.... . .-... "... . .. -.- """" - ' "- """ !."-+':Z
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S( +y2+y21)x2j/2 (2.38)

Therefore, the echo damping rate (2.37) becomes

, ( Y +2+21) (2.39)2 .Y 2"

It is worth mentioning that rotary echoes arising either from an

optical field inhomogeneity or a Doppler linebroadening inhomogeneity are

not fundamentally different processes. This point is suggested in the

effective Rabi frequency parameter

I.u

where the Rabi frequency and the tuning parameter appear on an equal

footing. Hence, we expect that a distribution in either X or A will lead

to the same transient behavior, which the above analysis shows.

III. DETECTION OF ROTARY ECHOES

Rotary echoes are observed-by the method of laser frequency

10
switching. A cv dye laser is frequency-switched by an intracavity

electro-optic phase modulator, an x-cut ammonium dideuterium phosphate

crystal (AD*P) that is driven by a dc voltage pulse generator. The beam

of this laser passes through a sample of 12 vapor before striking a P-I-N

diode photodetector (UP 5082-4227) where the transient signals are monitored

with a 7904 Tektronix sampling oscilloscope and thereafter are displayed

on an X-Y recorder.

-°

. . . . . . .. . •..•...... . . ". ". " .. " . ' ' .' .. '. ' .. ' " ." -- , '-,,-"i'''2': Fb -'----
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A numerical calculation of the integral in (2.35) is shown in Fig. 3

which exhibits a damped Rabi oscillation with the expected crossing at

the time origin. Numerical values of the parameters are given in the

caption of Fig. 3. To understand the damping behavior first note that the

1/6 Iac:or i4s s-ar?17 peaaed about L=O so "hac : p 4acipa. part of the

integral arises from the low frequency components. This observation

sugests the approximation

1

a 2  2 " (Y+ 2) • (2.37)

When (2.37) is included in (2.35), the dashed curve of Fig. 3 results. The

close agreement in the two curves, particularly at long times, supports

the approximation (2.37).which we now see is a valid description of the

damping rate. c

Notice that the damping rate (2.37) applies also in the strong field

limit, the DM case, where

2 2
X >> (ka)

This can be seen without numerical integration as a2 reduces to Eq. (2.37)

imediately. Therefore, our results yield the same decay rate as Eq. (1.2)

which is the original result derived by Solomon for M..

If we relax the restriction (2.8), we are still able to obtain the.

echo damping rate for arbitrary y1, Y2, Y, and y. Employing the

perturbative method as described in Section 1T.B, again assuming

X>>y1, 2,y21,y, Eq. (2.18) is replaced by
- -l.
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1. X'Y" Y

2. AT<<l and yT<<l

3. -m21 •

D. Characteristics

Before considering the Doppler integral in (2.35), which must be

handled numerically, certain properties of (2.35) can be identified

immediately. First, the factor e merely indicates that the signal field

is retarded in phase to the same extent that the driving field (2.26) is.

The sin20/2 factor in (2.35) supports (1.1) by revealing that the echo

amplitude

E12 -a maximum, -r 3r, 5w, .....

-0 0, 27r, 47r, ..... (2.36)'12

Hence, the echo amplitude can be precisely controlled by adjusting the

phase retardation 0. This precision is not ordinarily available with

16photon echoes, unless X>>ku, as the laser field radial profile is

Gaussian and hence the optical pulse area assumes a continuous distribution

of values. Furthermore, for a rotary echo each transition of a degenerate

set will experience the same phase shift, independent of the distribution

of transition matrix elements.7

The sinS(t-2T-T) term of the integral shows that the echo appears at -

time t-2T+T, at which point the signal vanishes, E 2 (t-2T+T)-O.

.. .. * * * .. . . . . .. - . . . . . . . . . . . .. . .. . . . ,.
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Nov recall that the echo field amplitude in a sample of length L is

given by (2.3)-(2.5),

~2(L,t) - -2rkiLu 1 <$P2 t (2.32)

where the Oopp.er iz-etaaI

412 f(t)(*/kudA (2.33)

u being th otprobabl.e mol~ecular ve.lociy. Exprssinag P()i em

of (2.31), we find

and the echo amplitude is

-L rif e4)W(O)X3 * -y , sn0/2+. (ae'Jr2''T-)

(2T-T) -a 2 (t-r) *-(A/ku)dA.(34

Since the phase shifting pulse can be sufficiently brief that the decay

will be insignificant, we can set yTl to obtain a slight simplification

in (2.34). The final result is

E 2 (L t) --- NLu 1 e 'w(O)X 3 sin2 p/2

21 2

22

which~ apl in obai2.3(.5)5nmey

------------------------------e
2.. . . . . .. . . . . . . . . . . . . . .

. . . . . . . .. . . . . . . . . . . . . . . . . . .
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-:".... v)o(U' o)s (t-T-.)

+ v' (T+T) cosO(t-T-T)

+ v(T+T) IL sinO(t-T-T) (2.29)

where the index e denotes "echo." It is apparent from (2.29) that we

require the terms

u' (T+r) - + u(T)+v (T) +iT  + c.C.

v'(T.) - . (u(T)-iv (T)) e* -'T + c.c. , (2.30)

which are easily derived from the definitions (2.11) using the

transformation (2.28) and with the aid of (2.24).

5A further simplification results if we allow the initial laser

frequency to match the Doppler line center,

S-Wf" 21"

This condition causes the echo terms which are odd in the tuning parameter A

to vanish upon integration of the echo signal over the Doppler lineshape.

Inclusion of (2.23), (2.24) and (2.30) in (2.29) produces the resulting

echo terms

U'(t) -0

v'(t) - w(0) sin(t-2T-T)e "a2(t-T)-YT

/2+" (7-72) id1 (2.31) :''

which we see asam* a remarkably simple form. F,

* ..-.. %..--.- -. .. .... . ..-.. .. .. °%%" .%%%" ' .
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For the sake of simplicity, vs have introduced in (2.24) the approximation

&T << (2.25) .-

which will apply for sufficiently brief pulses. ..

At t-T+r, the laser field has now acquired the phase shift (2.22),

and therefore, for t>T+r it is necessary to replace (2.1) by

Vzt) a E cos(1t+-c-kz) . (2.26)

The equations of motion and the solutions are of the same form as (2.10)

and (2.20) when we replace (2.6) by-

P12(zt) - P(W)ei( t+ - z) (2.27)

Thus, in the new representation, each off-diagoual density matrix element.

is transformed according to

12(t) a 012 ()e -  (2.28)

For times t>2T+r, we retain only those terms in (2.20) that rephase

ac t-2T+r, i.e., echo terms are retained. The solutions now take the form

a'(, - 2(t--T r)(u' (T+,) oO(-T-).,:':

a2

-v'(T+T) sinS(-T-)

+ w(T+r) 4.COSS(t-T-T))
S: 
2:



- 1
P12 (t) - - [u(t)+iv(t)] (2.21)

in accordance with the laser frequency switching pulse sequence of Fig. 2.

To reiterate, at time t-0 the laser field is suddenly switched from S' S,

thereby exciting a group of molecules which exhibits damped Rabi

oscillations. The ex-.itation is interrupted over the interval T<t<T+T

due to the switch (9 * G', which introduces in time T a phase shift

* - Cn'-f2)T (2.22)

in the laser field. Rabi oscillations resue following the phase shift,

and the rotary echo appears at time t-2T+T.

Beginning at time t-0, the initial conditions u(0)-O, v(O)-O, w(01!--l

4and w°u- allow us to evaluate (2.20) at t-T, namely,
Y2AX  -

u(T) - w°  2 (e-lt-1) + w(O) 4 (e - 32T cosT-e - lT)-

v(T) " w(o) X ea 2T sinOT

2
Y A2  2

w(T) (l-e -  ) + e-T+ e2T Cos . (2.23)
ai 2 2 cOT)

During the phase interruption pulse, FID solutions follow from (2.20)

by letting x-0. At t-T+r, we have

u(T+T) - uCT)e - YT

v(T+T) - v(T)e - T
"

w(T+T) - w (l-e - Y2T) + w(T)eT- y 2 T (2.24)

," . . .
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Application of the inverse Laplace transformation

() 1 C ei r:'Z<-
p) 2a' . e p(z)dz (2.19)

to (2.13) using the roots (2.17) yields the time-dependent behavior

u(t) -toX a A! e-'<2t caset v(0) A. 6-(12t "t
t82 *

+ (O) & (4-alt: " 2t' cost) + w ° Y2AX

v(t) -uCO) A g-32t sin~t + v(Oe-12t cost

+ v(0) 1 el2t - +n.

°/- x Ca1-yy 2x ' (a e' 2  t( 2 + 2 a -2 coast

+(t) - u(0) e -ali +1 2 t Cosat v'(0) e-2t s .t
8 2 (- / 8

2 2

+ M a -2 t Cosat

22 t)~ t
8 /

Here, we have consistently retained the leading terms inu(O), v(O), w( 0)

o 14
and wO . Note that these solutions apply to optical nutation or optical

free induction decay15 (with X-C), providing the above approximations are

satisfied, and constitute the principal result of this section.

C. Rotary Echoes

Armed with the solutions (2.20), it is a straightforward task to trace

the evolution of the density matrix element

%%Z .-.- 4~*** . * ** *.-*
-

-.

• . .- - . . . -. _-_ ., ,,-. ." . . '\''''' .- " . ." -". ."-.. '.. ... '. . .. ¢.,.C .' .< r .-'.--"'-. - .. .•. .
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This condition means that many nutation cycles will appear in a dephasing

time, and of course is a desirable case for monitoring optical rotary

echoes. Setting y-y2-O in (2.14), we find the zeroth-order solutions.*

-~ ~ (0) 0o(.6
I.,

(0)z(0 I (2.16)
2,3

where the effective Rabi frequency

8 -.

To first-order in y18, the first-order solutions are

z2 a2

1) 3 z 21 (2.17)

where

a1=(YZ A +yX )/8

2 1 2 2
a -[Y& + 1/0(2.18)

These roots are obtained by equating first-order terms in (2.14) with

corresponding terms in the approximate relation

(1) (1) (1)D(z) (z-z1  )(z-z 2  )(z-z 3

1. 2 3
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(t)e.t dt

zP (Z) - P (0) fcJ;(t)e-zdt

where p(O) is the value at t-0. The transformed acuaticns 0f(2~ in -

matrix form read

Zy0 UC:) U(O)±4 Z +Y ) ( ) in(O+) (.2

The inversion of (2.12) yields the solution

(2 "1(( '+T (O)C

U(Z) (Z+y) Cz+y 2)+X2  -A(Z+Y 2  u(A)

z z-

D...),z0y 2) ) e 2  Y2  o

\W -X(z ) (z+y) - 0 ..

where the matrix determinant 2.1.3)

2) 2

D(z) (z+y2) (z+y) =1 + (z+)x . (2.14)

The solution to DWz)O, which is a third order equation in z gives

the three poles of the transformation needed to obtain u, v. and w. Rather .-

than seek an exact solution to (2.14), which would be unnecessarily

.o..

copexh e inv okef(.2)yd the resnbeapoxition tha

X~~~ 
,o2 2.5
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The first case corresponds to infrared molecular transitions where

radiative decay can be neglected, and the second to atomic ultraviolet

transitions where only a few decay channels exist. For both cases, there

are only two decay parameters

- lIT1

y- lIT2 , (2.9)

making it possible to express (2.7) in terms of the Bloch equations

u+ Av + yu- 0

v- u- xw + yv= 0

S+ Y2 (w-w) 
+ Xv 0. (2.10)

In (2.10), we have defined

u P 12 + P21 '

v--- i 21- 1 2)

"22- 1 (2.11)

and w_ 0 P=2-P 0 is the population difference at thermal equilibrium in the

absence of the laser field.

B. Perturbative Solutions

Solutions of Eqs. (2.10) are facilitated by application of the Laplace

transform4' 13

'......................................................
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ABSTRACT: Large amplitude oscillations are predicted in the free induction
decay (FID) of atomic or spin two-level quantum systems that are coherently
prepared by a resonant electromagnetic field in the form of a square
amplitude pulse of duration T. The effect should be detectable in nuclear
magnetic resonance (NMR) or in optical resonance experiments when the
transition lineshape is inhomogeneously broadened (T*<<T2) and the applied
field is intense so that the pulse area XTk2w, where X is the Rabi
frequency. Physically, the effect is due to Rabi oscillations which are
generated in the preparative stage and are then reproduced because of
atomic memory in the radiative period which follows. The atomic
polarization derived from the Bloch equations assumes the form of an
integral over the inhomogeneous lineshape, and can be evaluated numerically
for arbitrary linewidth a or analytically when a-". The characteristics
of the oscillation are unusual since the oscillation frequency, which is
of order X, increases with time while the oscillation envelope vanishes
identically for times t>2T. Coherent emission is confined therefore to
one pulse width T immediately following the pulse. Previous NMR and
infrared FID experiments with small area pulses (xTS4W), interpreted
erroneously in terms of an edge echo effect, support the oscillatory
FID behavior described here. For the case XT>4fr, an experimental test
would be even more decisive as the oscillations are more pronounced.
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1. INTRODUCTION

In this article, we predict a novel oscillatory behavior which appears

in the free induction decay (FID) effect and should be observable in

inhomogeneously broadened transitions, either in nuclear magnetic resonance

(NMR) or in optical resonance experiments. We assume a set of two-level

quantum systems which are coherently prepared by a resonant driving field

in the form of a square amplitude pulse of duration T. See Fig. 1. The

transition liueshape is dominated by inhomogeneous broadening so that the
*

inhomogeneous dephasing time T and the dipole dephasing time T2 satisfy
22

the inequality

T >T . (1.)

Following the pulse,. FID occurs where the decay is smoothly varying for

low field amplitudes. However, as the field intensity increases, we find

that the decay exhibits a continuous train of large amplitude oscillations

(Figs. 2 and 3) which have not been discussed heretofore. Oscillations

appear when the pulse area satisfies

XT a 2r , (1.2)

and in first approximation, the oscillation frequency is the Rabi

V.

frequency X. We also show that the FLD signal is exactly zero for ""

times tZ2T, as in Figs. 2 and 3. These and other characteristics are

considered further in the theoretical analysis which follows.

Oscillatory FID, therefore, differs significantly from previous

1-8 I-observations of FID in the optical region. In the earlier optical

4.'
,t"
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2

studies, the sample is prepared under steady-state conditions by a cv laser

beam, rather than by a pulse, and FID results when the transition frequency

or the laser frequency is suddenly switched. The initial transient is
dominated by the first order FID, which is a Gaussan e(t/T)2

wihiaGasinthat -.

decays rapidly in a time T The nonlinear FID su rives the first order

component by displaying a long-lived exponential signal S which, apart from

unImportant factors, is of the form1 '9

S -)eT2I (1.3)

In this case, an increase in laser intensity only produces power broadening

2through the X term in the exponent, but no frequency shift and thus no

2
oscillations. Of course, in the low power limit (x TIT2<l), the dephasing

time is T2/2 corresponding to preparation of a single homogeneous packet.

Oscillatory FID of this kind is not observed normally in NMR either.

Because spin transitions often are homogeneously broadened, on-resonance

pulse preparation can only yield FID signals which decay monotonically as

- t /T 2 , while off-resor.'nce preparation produces oscillations but they

10have a different origin. Furthermore, the oscillations described here

11 12have nothing to do with quantum or Ra-an beats in coupled multilevel

quantum systems or with MM interferences in the FID of two or more

independent two-level transitions.

However, in 1955, Bloom13 reported observations of interference effects

in FID f or the case when the static magnetic field is highly inhomogeneous

.-. ...
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and the pulse area, XT-41, is relatively small. We believe that these

interferences, which Bloom gave the name edge echoes, are not an echo

phenomenon, but rather are an example of oscillatory FID. This paper

clarifies the subject by providing the first detailed theoretical treatment

of oscillatory FID.

II. THEORETICAL MODEL

A. Basic Equations

We shall adopt a model and the mathematical language commonly used in

14,15
quantum optics, namely, an atomic two-level quantum system which

interacts for the period T with a resonant laser field

E (z,t) - E cos(nt-kz) . (2.1)
X 0

The polarization and propagation directions are x and z, respectively.

The upper quantum state is 12> and the lower J l>. We assume that the

field is turned on at t-O and off at t-T. Equivalently, we could have

also assumed a laser frequency switching3 6 pulse as the solutions are

virtually identical. .'.

For times t>T following the pulse, the FID field

El2 (z,t)" El2(,t)ei( t-) + c.c (2.2)

satisfies Maxwell's wave equation

. _27rikN 12 <P1> (2.3)

%*. °- .
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or an optically thin sample. HEre, N is the atomic num~ber density, ul

a the transition matrix element and the tilde denotes the slowly varying

art. Hence, the problem reduces to one of calculating the polarization

<pcc)> -NTr<ItP(t)> (2.4)

rhere the off-diagonal density matrix -ament P 2 is to be averaged

denoted by a bracket) over the inhomogeneous Doppler lineshape. We

heref ore seek solutions of the Bloch equations

Zt+ Av +u/T 0o
2

-Au Xw + v/T 0,
2

V+ Xv + (W-W')/T 1  0 (2.5)

rhere

1 ~2 Z '2

v P

wp2 2 -P 1 1  (2.6)

he tuning parameter A, the Labi frequency X and the eigenenergies E~ are

iven by

A -9 + k + w
z 21

X

E in~L. 1 -1,2 (2.7)

tere kv is the Doppler shift and w W_
2 2 2 V
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To avoid unnecessary complications, we assume that (1) the population

I dipole dephasing rates are equal, (2) the Rabi frequency is much larger

an the dipole dephasing rate, and (3) the laser frequency is tuned to

a transition line center, i.e.,

y lIT 1 - lIT 2 , (2.8)

2 2 (2.9)X >> , (2.9)

n w 2 (2.10)

th the approximation (2.8) and the initial conditions v(tO)-u(O)-O and

O)-w , the solutions of (2.5) are

v(t)= -X2+A2 +y2 -ycos8t+Osint+tyeYt ,

u(t) " [2+i2 y2+ cosat-e y t  . (2.11)

. +Y

uiations (2.11) will be required when damping is to be included, but for

a present purpose, we invoke (2.9) and obtain the relevant solutions

r pulse preparation at time t--T,

Ytsin8T
v(T) - Xw(O)e -  s"

u(T) - Ayw(0) (e-cosaT-l) (2.12)
82

are 8- +

............

,.. .,.,,,, . . .-.. , . ,. . . , . ... . .... . ... . . ..-. ,..... ........ .,. ;
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In the next stage t>T, "0 and the FID solutions of (2.5) apply, ~

u(t) Eu(T) cosA(t-T)-v(T)sinA(t-T)e jeY(t-T)

- -y(t-T)v(e) (u(T)sinA(t-T)+v(T)cosA(t-T)Je .(2.13)

Inserting Eq. (2.12) into Eq. (2.13), we obtain the desired result

VWt -xw(0)e - (cosOT-e. )sinA(t-T)

+ inTcosA(t-T)] (2.14)

dispersive term 1(t) is not needed as it vanishes with Doppler

gration due to its odd order dependence in A and the assumiption (2.10).-

The FID sigal] (2.2) therefore involves the Doppler integral I where

<Pf g(A)v(t)dA I~ (t) (2.15)

inhomogeneous liuashape function

g(a) Ta e (.6

the Doppler width is a.

Che major challenge of this paper is the evaluation of the integral

5). Analytic-results are not anticipated because of the Gaussian term

is integrand, and furthermore, the square root 8uv 7 can introduce
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. a branch cut in the colex plane which is troublesome. In Section IB,.

(2.15) is evaluated by direct numerical integration and allows a

preliminary understanding of the nature of oscillatory FID. The remaining

sections uncover analytic results in the limit of an infinite Doppler

11nwidth (0-"), and give a more detailed and complete description of the

phenomena Involved. In Section liA, certain limiting cases are derived

using a Laplace transform method. In Section 13IB, a general analytic

expression of compact form is found by transforming the integral (2. 15)

to a differential equation.

B. Numerical Results

Figures 2 and 3 are computer plots of the normalized FID amplitude,

E12/X, as a function of time (t-T) and for different pulse areas XT. The

- solid curves result from direct numerical integration of (2.15), while

the dashed curves overlayed are analytic results of Section 11ib and will

be discussed later.

The following values of parameters were assumed: a50r Jisec- , T-1 Usec

and y-O, and hence the desired inequalities O'>X>1/T>y were maintained.

Consideration is given in Section ZIlA to the case Y#O. Obviously, other

time scales apply to these curves when an appropriate change is made in

the time-frequency units. We find that about 100OT integration points

are needed to attain the required accuracy for the Doppler integration.

The first characteristic to notice in Figs. 2 and 3 is the initial

fast rise beginning at t=T which appears on all solid curves. This is

*! .---. :.-- *... . . .:

S. % ~* ~ ~~s\~ 'S5W e ,..



the first order free Induction decay effect which has been observed7 andd,.., ....q..:!:

analyzed theoretically 2. 7 for the case of steady-tate preparation. For

both pulse and steady-state preparation, the rise time is given by T2-2/a. -:

a. The Doppler lineshape, being of finite width, allows the FID signal to rise

soothly ftom its initial value at t-T. In the limit of infinite Doppler

width, the slanal is discontinuous at tmT, as found in previous

112,9FID derivations such as Eq. (1.3),

For times (t-T)>T , the decay is more slowly varying and exhibits

oscillations which are clearly evident in Figs. 2 and 3 for pulse

areas xT'27r. Notice in particular the curve for XT-1r as At closely

13resembles Bloom's NKR free decay (his Fig. 4 where xT41r) in shape, the

number of oscillations, and its vanishing at t=2T. We believe this

observation strongly supports our calculation. However, the term e4ge

eclo coined by Bloom is inappropriate as the effect is not an echo

phenomenon.

As the pulse area increases further, the number of oscillations

increases, the number of periods being given by -XT/ 27r. Thus, for XT-10r,

t there are 5 periods where the last wiggle being of small amplitude is better

* seen on an expanded scale. These curves and the analysis of Section III

. show that in each case the last wiggle always approaches the time axis as

2' (2T-t) and from the positive direction as t-*2T.

Another feature is that the oscillation frequency, while of order X,

Sis . constant but increases steadily with time. The envelope function

*L' * * * . .- •t .*. %1a
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of these oscillations obeys approximately a linear time dependence such

that the amplitude vanishes precisely at time t-2T. This remarkable

behavior is an exact and general result which can be demonstrated by very

16general theoretical arguments and will be presented elsewhere. An i

earlier optical FID measurement,1 where XT-1.57 corroborates this point

and otherwise resembles the XT-1.51r curve of Fig. 2.

ThyeioaZ Intervprt tation

As a first approximation, we can say that during the preparative stage

the driving field creates Rabi sidebands and thus new frequency components

which would be observed in a spectrum of the sample. Following the pulse,

the polarization retains memory of its preparation and produces a

time-dependent signal which is the Fourier transform of this spectrum,

and hence, oscillations will appear at the Rabi frequency. Of course,

this picture neglects the mutual interference of packets distributed

throughout the inhomogeneous lineshape. i'

We can summarize this section, perhaps in an oversimplified manner,

by pointing out that there are three parameters (a, X and T) which

characterize the temporal response of the atomic sample. The Doppler

width a gives rise to the initial rapid first order FID; the Rabi frequency X

determines the frequency of oscillation; and the pulse width T establishes

when the free induction signal vanishes. -

,:'-i. ' %"-

• :- ,.
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In. ANALYTIC RESULTS

A. Laplace Transform Method

1. Case y-O

We now evaluate the Doppler integral 1(t) defined in (2.15) using

(2.14) for v(t) in the case Y-0. We apply the Laplace transform i

17,18technique because it yields the characteristic behavior for certain

limiting cases very quickly. The case yO0 will be treated below as weil.

In the limit of izfinite Doppler width (o4. *(A/a)P while the spectral

density N/7 is constant, and

1(t) -xv(0)&(0) af sinO oSA(t-T)d&

+ 2 cosOTsinA(t-T)dA -2 f ,~-Td t)T . (3.1)

We identify the three integrals in the order given by

1(t) -Xv(O)g(O)[ 1 (t) + F2 (t) + F3 (t)] (3.2)

and perform the Laplace transform

F (Z) -j (T)e zdT i.2'F(T) (3.3)ft 
°O°

in the variables z and T with the quantity t-T held fixed. This operation

yields .

F1(z) .- e-vz~d. +Y2 (t-T) (3.)

'Aa"
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-' "t-i)

z) - (a (-/z27+ t-T)) (35).-'.:.~~ ~~~~ e2 -X(t-T) -(.5,..-.

F x(z) - - (3.6)

Note that tvo of the terms cancel in the sum

i(z) - O)g(047(z)+F2 (z)+F 3 (z)'

- T w(O)(O) ..(3.7)
z

where

G(z) (--..) I (t .(3.8)

Recognizing that the inverse Laplace transform of (3.7) is given by

~lGz) fG(Tl)dT , (3.9)

we need

.0'G(z) - G(T)

O<T<t-T (3.10a)

T+(t-T) z2 T) _.z.(.1b(t-T) -- , >-o"-'

where this transformation is tabulated.19  Combining (3.7)-(3.10), the

integrals in (3.1) assume the compact form

0 t>2T (3.lla)

1(t)-T 1/(0)) g (0) x [2-0t- r) J(/ s 3:tT2dsT 2 ,(3.11?)-

J~~~ 
-° 

s(tT

Notice the interesting result (3.11a) which states that for times t>2T,

- ..- coherent emission is identically zero. Stated otherwise, when a two-level



12

quantm system is coherently prepared in the Interval O<t<T, it radiates

coherently only in the interval T<t<2T. We have shown elsewhere 1 6 that this

result is true under very general conditions, a theoretical result which

apparently has gone unnoticed in D and quantum optics.

Limit.ng Cases

In order to see how the solution (3.11b) connects to the solutions

for t<T and t>2T, we consider the following limiting cases.

tOT: In this limit, (3.1b) is given by

I(tT) - rw(0)g(O)x(J (xT)-1) • (3.12)

Since J0 (XT) is the transient nutation amplitude at the end of the pulse,

we recognize that the -1 term signifies a discontinuity at t-T which we

attribute to the first order FID for the case of infinite Doppler width.

Additional attention is given below to first order FID when the Doppler

width is finite.

t-oT: In this regime, since the argument a of the Bessel function2 0 Jl(a)

remains small throughout the range of integration,

J (a) /2"

and
3 2W

I(t-*2T) - - w(0)g(0)X (2T-t) 2 (3.113)

Because w()-1, the FID signal approaches a zero value from the positive

direction with a quadratic dependence in the time difference (2T-t),

independent of XT. Thus, I(t) and its first derivative are continuous at

.... . . . . . . . . . .. . .
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t-2T and exhibit no unusual characteristics such as an edge echo. Note

that the numerical results of Section 1113 are verified therefore. In this

connection, one should compare Bloom' s Fig. 4 for the case of a single

pulse (which resembles our Fig. 3 for XTin4lr) and his Fig. 5 for the case of

a closely spaced multiple pulse train which produces a sharp interference

near t-2T. -The multiple pulse train is an entirely different situation

from the single pulse calculations discussed in .this paper.'

Fir'st Or'der' FZD

To investigate the first order FID, also notice that the only term in

(3.1) which possesses a singularity at t-T is F3 (t). For the case of

finite a, we write

F~)- -Xw(O) fg(A) sinA(t-T)da (3.14)

For a Lorentzian inhomogeneous lineshape

ga 1

instead of the Gaussian (2.16), we obtain an analytic expression in terms

of elementary functions

- nrXlw(O) 1g( 0) eX(t-T) (1 -e -a(t-T)) , (3.16)

where the second line applies when a>>X. Thus, immediately following the

end of the pulse the FMh signal rises rapidly but smoothly in a time ll-*

reaches a max~mum at t-T) msum/aln(a/X) * and then decays in a time l/X

... ...................................
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pri r to going Into oscilation. The initial fast rise is the first order

FID27 (which corresponds to the discontinuity at t-T in (3.12) and (1.3)

when aON) and is readily seeu an all of the numerical results of Figs. 2

and 3 where a Gaussian lineshape of finite width a is utilized.

2. Case y#O

To Include damping in the above derivations, it is necessary to begin -..

with the more general solutions (2.11) in place of (2.12). The calculation

then proceeds as before to yield

0 t>2T

T(t) 2 (T)"T/ \1/2 I 2-:

-w(O)g(O)X a J _ ts-T))JX/s -(t-T) 2 e'YSds T<t<ZT

-. (3.17)

Apart from damping factors, (3.17) maintains the same form as (3.11).

Liiting Case3

Infinite puZae width (Mom): As the pulse width T increases, the

solutions must approach the case of steady-state preparation. 1 ' 2 ' 7 ' 9  This

Limit can be tested using (3.17), in contrast to (3.11), because damping

is needed to restore the population during continuous excitation. The

integral (3.17) can be written as

( 1/2
Z=~~ J XT/Y7-1) e-Yrdy (3.18)

21and becomes analytic as T-m, where T-t-T remains finite and VES/T. The

result is

:-.-*-v:-'.. -*.*.~.*- ..*.- -
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1(t) ffr(O)9()x~ m -1 ) /X,+,/( 2+) (t-T) (.

z~~t) e (rogOx4(l) + 3.19)':""

which we see agrees with earlier steady-state derivations such as

Eq.. (1.3).1 '79-..-,

t- T: Equation (3.17) reduces in this instance to

-Y T

I(t-*T)) (XT)-le (3.20)

where for simplicity we have assumed that y-0. As expected, (3.20) agrees

with (3.12).

t+2T: In this regime, (3.17) becomes

I (t2T) w()g() 2T-t) (3.21)

and corresponds to the no damping case (3.13).

B. Differential Equat!on Method

In this section, we again evaluate the Doppler integral expression I(t)

given in (3.1) assuming a-o and y-0. The derivation is more lengthy than

the Laplace transform method, but it is also more instructive and reduces

to a compact analytical form which is exact. For this purpose, the

integral form of 1(t) is transformed by differentiation with respect to

the variable T and yields the second order differential equation

d2  3.:-21 1 2, sinOTcosA(t-T)-AsinA(t-T)' (3.22)
dT

.....................
.. *,*.*............. .. . .. . .. . .°..
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where the bracket denotes a Doppler average and we have set W(O)-1

throughout. The observation time t is treated as a constant. -

We now show that

--- -1 , t>2T (3.23a)

dT

d22 

3

dT2 X2 x 2 1r ( )( " , t(a-t) , T<t 2 . (3.23b)"-.

Equation (3.23a) follows when a Lorentzian inhomogeneous lineshape (3.15)

a 2

8(o) ' 2

.a

2

is substituted for the Gaussian (2.16) as then the integrals21 in (3.22)

are analytic and vanish in the limit a-'o. Thus, we have

S sInOTcosA(t-T)
ae (t- T)  '"

- 2ffg(O)x 3 ae2_t2 sinh T, t>2T

-0 as a- , (3.25)

and

-- >- -(0)xe(t -T) , t>T

-0 as a- (3.26)

where the initial conditions are

I(T-0) - 0

dlr(TaO) <-XcOsUt> -ir(0) -at
dT -Ig2~a

-0as a-w for t>O . (3.27)

............................................ .- T

..........................................
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Thus, (3.23a) is derived. On the other hand, (3.23b) follows from (3.26) and

sinaTcosA(t-T."

27rg() 3 J, [)t(2T-t t , T<t<2T (3.28)

where g(O) has been factored outside the integral to enable its evaluation.

From (3.23a) and the initial conditions (3.27), we obtain the same

result as (3.11a),

I(t) - , t>2T . (3.29)

Therefore, the FID signal lasts as long as the pulse width itself and

vanishes for t>2T.

Notice that the integrals (3.25) and (3.26) decay rapidly, as in first

order FID, because of the e- (tT) factor. In contrast to first order FID

at the beginning of the pulse (Section IlIA), its amplitude is extremely

small and is not evident in the numerical results of Figs. 2 and 3 where

a finite Doppler width is assumed. Clearly, the use of a Lorentzian

lineshape in place of a Gaussian does not change these arguments as a-*w.

We now attempt to find the general solution of (3.23b)

I(X,tT) - IH(T) + I (T) , T<t<2T (3.30)
p

where the homogeneous solution is of the form

IR(T) - Aa' + Be- , (3.31)
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22and a particular solution, using the method of variation of parameters,

is

Ip (T) - rg (0) X2 eXTT)J Xr-2V dT'

Equation~~ (3.2)canbewrite a

z - x/t -T2T)

Equation (3.34) can its dritea

Ip T 27rg(0) SihZr (')z (3.33)

Inhe (3.6)endw (3.27 at co3bined itefolls sipt a sum aod ee

soqution (3.30) aits drvtv

- .7g() F L.jy ()(.5

. . . .. . . . . , .t -M
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Figure 3. Computer plots of free induction decay amplitude versus time
as a function of laser pulse area XT. Solid curves: Direct numerical
integration of Eq. (2.15) for a Doppler-broadened lineshape of finite
width a. The following parameters were assumed: an50r usec-1, T1l usec and
ysO. Dashed curves: Bessel function sum, Eq. (3.37) where 06-.~
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ligure 2. Comuter plots of free induction decay amplitude versus time
as & function of 149e pulse ar" xT. Solid curves: Direct unerica.l
integration of Eq. (2.15) for a Doppler-broadened lneshape of finite
width a. The foll.owng parameters were assumed: a-50r Usec 3-, T-. 4sec and
Y-0. Dashed curves: Bessel "unctiou sum Ea. (3.37) where o4-.
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Figure 1. Laser field versus time. The field is nonzero only, in the
interval Ost:T.
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-vwihcan be rearranged to iJve -7; "-

J+ 2m+l-1

tP(T) U 21T(0)X (xt) [ ECi41j)(-) (A7)
U"0 L-01

The limits oui the double. sum in brackats can be rawritten as

2m+1 J 2m+l
- ,(A8)

J=O L=0 L-0 J-

the arguments remaining maltered. The double su in brackets then takes

the form

2m+.-2ml- (z r

2=+l-.
= ((-l) C , (A9) Q

- (2 -l )I v-aN.

where

' -2m+a-. , j

i t1 ) r =' = '

1 1-1o rj ,0 2m".,1

Tu this way the double sum (A9) becomes a single term of J .z(z), and

(A) reduces to the remarkably compact form

I (T) - 27rg (O)x J (z), (Alo)
P.,.-

MMI %"

which is the desired result (3.34).

.................................................................................................................................
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Appendix

We continue the derivation of (3.34) beginning with (3.33),

Ip(T) - I s(O 2-2 0 (z')dz' (Al) &

Note that

(X2 #2) ~ ~ 2m+l i

2 /- (2=+.)1

m0 Ji0 (2Xt)2 +(2m+l)!

where the second step involves the binomial expansion of (z -X) and

C2m+lx (2s+l). Then, (Al) is given by

CZM+l j 2(2m+l-j)
Ip(T) - 1r. • ("2)w z'(2Jl+),(z')dz'. (A3)

m0 i-a (2xt) 1 (2+l-j)!jl!

Integration by parts and the relation

77 (n(z)) (z'J.-(z) (A4)

yields

J z J (z')dz' z(l (jj2) J+(Z) *(A5)

The inclusion of (A5) in (A3) results in a triple sum of Bessel functions,

21 J (-i)J+L 2iz (4m+3" (Z)

Lp(T) =21 AtU F, I ! I: (A6)
m-0 J-0 £C0 (2XC)2m+l(2mel-J)!(J-X)i

-
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decisively using larger pulse areas. Finailty, two-pulse echoes having

large pulse areas should display oscillations also. Hlowever, our numerical
24.-,

calculations show, in agreement with Mimas,2 that the echo shape function

is a complicated pattern and does not display the unifoarm, oscillations

pradicted he:=a for pulsed free induction decay.

.



';-. t' l: In this limit, 1, r+1 and the sum (3.37) reduces to

I(t-+T) - rg(O)XCl-JT(XT)) , (3.41)

which reproduces (3.12) and (3.20) since w()--l and g(O)-N/vly for a

Gaussian lineshape.

t-02T: In this case, a-0, r+2 and (3.37) becomes

iT 3 2I (t2T) - (O)x (2T-t) , (3.42)

and reproduces (3.13) and (3.21).

Epizogue

This paper predicts an unusual oscillatory FID effect which follows

coherent preparation by a resonant square wave electromagnetic pulse.

Both numerical and analytic results are obtained from solutions of the

Bloch equations. Oscillations are expected when the atomic sample is

inhomogeneously broadened (T <<T2 ) and the pulse area satisfies the

. condition XTk2 r. In NMR, the free induction decay measurements of Bloom

confirm such oscillations (incorrectly called "edge echoes") where XT-4I

while in the infrared, the observations of Brewer and Shoemaker support

,'. our prediction for the case XT-l.5r. More recently, Szabo and Kroll23 have

. found interferences in optical FID which they attribute to the edge echo.

However, for their conditions (XT'-4r, T2 =2 1isec, T-7 11sec, and a-1.6T nsec ,.

the envelope formation decays far too rapidly (-30 nsec) to even

qualitatively resemble the XT4l curve of Fig. 3. Nevertheless, future

* -optical or M experiments might illustrate this phenomenon even more

,oF

......................
* *.



20

Litn Cassa

tim.

Asymptotic foz: For large arguments z, we may use the asymptotic

20lexpansion2

1/2
J cos(z-rr/4) (3.38)

and obtain a limiting result for the sum (3.37),

1/2
I(t) - -v g(O) Y (2T-t)3/4cos(X.'t(2T-t)-r/4) , T<t2T . (3.39)

In Fig. 5, a computer plot of the asymptotic expression (3.39) (dashed

curve) is overlayed on the numerical integration (2.15) (solid curve).

The agreement is quite satisfactory except in the vicinity t0T.

Notice that (3.39) exhibits a uumber of important characteristics of ('
oscillatory FID. First, the factor (2T-t) reveals that the oscillation

envelope decays approximately with a 3/4 pow.er law and reaches a zero

amplitude value precisely at t-2T. Second, the cosine argument contains

an oscillation frequency that increases at t 2T. Third, since the phase

xrt(2T-t) advances by XT in the interval T<t<2T, the number of oscillations

is given by -TX/2r. Last, taking only the first term (r-1) in the sum

* (3.37) and using the asymptotic limit (3.38), we find

T(t) - -2s g(0) X 1/ 2 (2T-t) 3/4cos(Xrt(2T-t)-f/4) T<t<2T (3.40)

* Thus, the asymptotic Limit of the first term in the Bessel function sum

is the dominant term as it approximates the asymptotic limit of the entire

sum to within the factor t/2T. Neverthalass, the factor t/2T is important

as it scales the amplitude makin (3.39) more precise than (3.40).

................. . ..................................... ilia m
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S(xt, ) - Ip(T)

- 2irg(O)X ()2 (3.37)

where

r t/T , 2>r>l

. - r(2-r) * O<<l.

Returning to the FID computer plots of Figs. 2 and 3, we see that

Eq. (3.37) (dashed curve) agrees well with the direct numerical integration

(solid curve), Eq. (2.15), for times (t-T)>T2. However, there is a disparity

in the two cases for short times (t-T)-T 2 since the assumption of infinite

Doppler width 0 in (3.37) results in a discontinuity at t-T due to the

first order FID. We show below for the case of large pulse areas that a

good approximation to (3.37) is the first term (a/r)2 J 2 (cXT), which gives

the same zero crossings as the infinite sum but differs in amplitude. The

number of terms m needed to achieve a reasonable fit with direct numerical

integration increases with pulse area and in Figs. 2 and 3 follows the

sequence m-3,3,5,8,18 and 40 as XT increases. Figure 4 is a blowup for the

case XT-20r and allows the small amplitude oscillations to be seen more

clearly as t-2T. The envelope of the Bessel function sum (dashed curve)

damps somewhat less rapidly than the numerical integration. We also notice

slight differences in the zero crossings near t-2T. Such small

differences, as shown in Fig. 4, are due to the finite Doppler width in

the numerical integration. From an argument given below, ten periods of

oscillation are expected here (XT/2"10), but only nine are seen due to

the relative magnitude and location (2T-=I0-3T) of the tenth oscillation.

-- • . ....-.--. au a,, ,:u , ,,l - .. '..
-
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1

"" .- It is well known in nuclear magnetic resonance (NMR)1 '2 and quantum

optics3 ,4 that a two-level quantum system can emit coherent radiation

after it is prepared oy a pulsed resonant electromagnetic field. This

effect, known as free induction decay (FID), has been analyzed over the

years through solutions5'6 of the Maxwell and Schr~dinger wave equations

and exhibits different properties for transitions which are dominated

either by homogeneous or inhomogeneous linebroadening. For the case of

strong inhomogeneous broadening, as in the optical regime, particular

analytic solutions which are nonlinear in the field amplitude have been

7found recently and reveal a striking and fundamental characteristic which

appears to have gone unnoticed in the previous NMR and optics literature.

6-
Earlier studies indicate that when a pulse of finite duration T

(interval: OtsT) prepares a snple, the coherent emission which follws

lasts only for an additional period T (interval: Tsts2T). An example of a

calculation7 which illustrates this behavior is shown in Fig. 1 where the

emission for t>2T is zero. The oscillatory behavior, which appears for
%- 7

large pulse areas, is also unusual and is discussed elsewhere. These

8 6calculations as well as supporting NMX and infrared experiments suggest

that the-above statement is actually a theorem. We now prove on very

general grounds that this is the case without recourse to particular

solutions. The theorem holds for arbitrary population (T ) and dipole

(T2) decay times, arbitrary pulse shapes of finite duration T and can be

generalized to multi-level transitions as well. Since the pulse shape is

arbitrary, the theorem is equally valid for two or multiple pulse echo

sequences.
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We assume that an electromagnetic pulse of arbitrary shape

E) (t)cos(nt-kz) 0 < t < T

"(z,t) -

'-'-" 10 ,t < 0 ,t > T( )

and of duration T coherently prepares an atomic sample. For a two-level

quantum system, the atomic density matrix equations of motion take the

familiar form

( - iA + l/T 2)Q 12 =.iXw (2a)...

dw -ix (' - (w-w)/T1  (2)

where the upper and lower states are 12> and I!>, the population difference

WE 211,the rapidly oscillating terms in the Schr~dinger equation are

removed with the substitution p 2 Q12e a , and the nonresonant high

frequency terms are neglected. Furtherm re, the Rabi frequency

":'< (t)-ul2E0(t)/h and the tuning parameter 21 where 12is the

transition matrix element, w21 is the 1<-'2 level splitting and kvz is a

Doppler shift.. For an optically thin sample, Maxwell's wave equation

yields an emission signal field E(t) which is essentially given by

E"t). ~ <P(t)> -NTr<jIp(:.)> ,(3)

where p(t) is the atomic polarization. The bracket denotes an average

over the inhomogeneous lineshape, which for an atomic gaseous system is

• .. (A) - ,-Aa 24

the Doppler width being a.
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* By formally integrating (2a) and performing the Doppler average, we

obtain the general expression K

- f~g(A)P1 (JA-I/T2)tdj

2

The first term of (5) can be eliminated with the assumption that coherent

preparation does not precede the pulse, i.e., P12 (0)-O.

We now restrict the discussion to physical systems with very large

inhomogeneous broadening and will therefore evaluate Eq. (5) in the limit

* ac- keeping Ng(O) constant. Under the assumption that the order of

* integration can be interchanged, we first perform the integration over

COthe detuning parameter A by closing the path of in .tegration in the upper 1
* half plane and find

fW*(A,tt)e A(t-t dA -27r i ,R Cuhp) (6)

*where the sum is taken over the residues R in the upper half plane. The

* contribution to the integral from the half circle contour can be evaluated

easily in the limit of infinite radius JAI- when we recall that the

* solution of the Bloch equations has the formal structure

w(A't) - I ~Aexp(z t) + constant (7)

*where the quantities z are the roots of the characteristic equation

(z+l/T 1)(z+l/T 2) 
2 + A2C(z+l/T 1 + X2(z+l/T2) 0L
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* In the asymptotic limit IAt- the roots assume the values

(I-/T"

lir z. (8)
.AI-J T -i 2  ±.

causing the integrand on the circular contour to vanish exponentially when

the following relation is satisfied,

t > 2t' . (9)

Notice that (9) appears to be incotapatible with the domain t>t'>0

defined by the integration limits in (5). This difficulty vanishes however

when allowance is made for the finite pulse, Eq. (1), which changes the

upper limit of the time integral from t--T so that (5) becomes

< 12(t)> .- ] w(A,,)x(tV)e(iA lTZ)(t-)dt, . (10)

- The restricted domain T>t'>O of (10) is now consistent with (9) when we

-. assume that

t > 2T a 2t' .

. Equation (10) is a very compact general expression as it includes the.

- preparation or transient nutation effect for the period 0<t<T and FID for

the interval t>T. L.

WJe now evaluate (6). Since the density matrix equations (2) are a

set of first order differential equations which depend linearly on the

- parameter A, the solutions according to a theorem of Poincaril0 are entire

- '-

--.
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functions and therefore will be analytic in A and will contain no poZee

in the finite complex plane. Consequently, the integral (6) vanishes and

we conclude that the emission signal (10) is identically zero for t>2T,

<P1 2 (t)> S 0 , t > 2T . (11)

Since the pulse shape according to (1) is arbitrary, this theorem applies

equally well to an entire pulse train. For example, in a two-pulse echo

experiment where T is the sum of the two pulse widths and the delay time,

the echo signal terminates precisely at t-2T.

The above discussion assumes an infinite inhomogeneous linewidth, a-.

The effect of finite a can be seen analytically if we replace the Gaussian

lineshape (4) by the Lorentzian +(A)-(o/l)/(A+ ) and assume a pulse

where in (1) IEo(t)I<Eo . We find an upper bound for the polarization (5)

by contour integration in the uhp about the pole A-ia, and upon integration

over time, we obtain

f(o)Xe-(t-2T) t > 2T (12)

7
where we have used the formal properties of the Bloch equations giving

the upper limit Iw(io,t')lsf(a)e ' where f(a) is analytic. Hence, a

finite inhomogeneous linewidth a produces a rapid decay for t>2T, in a

time T*22/a.

All of these arguments can be extended to echoes or FID within a

multi-level quantum system where the energy spacing, the number of applied

<i-1
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fields and their frequencies are arbitrary. The density matrix Eqs. (2) ..-

assume an obvious form given elsewhere. For any one-photon transition

i-J, the FID signal is

- ..~sAij (I.Aij-l/Tij)t

<P ij (t)> = g (a) ij eai -iTJ tdA

2. d 0 gC ik(&,t')×(kj ('e JiTl t€)t.."

+ c.c. (13)

where (13)

J =- - J kv

Since the structure of (13) conforms to (5), the previous arguments apply

and the same conclusion follow.

The simplicity of this theorem suggests that a simple physical

description of the origin of this effect might exist. Thus far, this

approach has proved elusive because the FID or echo depends nonlinearly

on the applied field and the inhomogeneous broadening introduces a

nonobvious interference among the coherently prepared packets.

16t is interesting that the fundamental nature of this phenomenon has

escaped attention until now. The theorem should prove useful therefore

in interpreting future coherent transient experiments, especially at -:

optical frequencies.

S- . .- ... . . .
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MONTE CARLO THEORY OF OPTICAL DEPHASING IN LaF3 :Pr 3+
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San Jose, California 95193

ABSTRACT: Recent optical free induction decay (FM) measurements of the impurity ion Pr3 + in

LaF3 at 2*K reveal optical homogeneous linewidths of only a few kilohertz, considerably narrower

than the inhomogeneous broadening due to crystalline strains (5 GHz) or the static local magnetic

fields of the 19F nuclei (100 kHz). In this regime. the homogeneous broadening arises from local field

fluctuations, as in NMR. and is due to the 19F nuclei which undergo resonant flip-flops and modulate

the Pr 3  optical transition frequency. We treat the optical response of a two-level quantum system to

an intense coherent field and to fluctuating perturbations using a Monte Carlo computer routine that

assumes (1) the LaF 3 crystal structure and (2) a sudden fluorine spin flip model. This procedure

avoids many of the approximations of previous analytic theories of spectral diffusion in magnetic

resonance and extends the calculation specifically to optical FID. The decay behavior is obtained by

sampling statistically the Pr 3  phase history as subgroups of t9F spins flip randomly in space and time.

These fluctuations modify the Bloch equations where the solutions for the preparative and post

preparative periods are obtained by numerical integration. In spite of the large lattice size assumed

(2250 fluorines), only a few 19F spins contribute substantially to the homogeneous width, a result

which shows for the first time that spin flip correlations are not significant. Furthermore. a Pr 3  ion

polarizes and detunes the nearest fluorines forming a frozen core that is incapable of resonant spin

flipping with the bulk fluorines. We demonstrate that the core grows radially as the 14nPr (1-5/2)

magnetic moment increases with I,, but the Pr optical linewidth changes little. producing essentially

one rather than three linewidths. Our calculations utilize no free parameters and predict a Lorenztian

lineshape of 8.4 kHz HWHM which compares to the optical FID observation of a
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10. 1 kHz Lorenztian. The Monte Carlo algorithm is verified further by the static local magnetic

broadening of a Pr quadrupole transition which is found to be Gaussian. 82 kHz FWHM. in

agreement with a second moment calculation and current observations.

*Present address: Bell Telephone Laboratories, Holmdel, New Jersey 07733.
Present address: Department of Physics, Stanford University, Stanford, California 94305.

***Work supported in part by the U.S. Office of Naval Research.



I. INTRODUCTION

Optical free induction decay measurements have been performed recently on the praseodymium

impurity ion Pr 3+ in a lanthanum trifluoride host crystal LaF 3 at 20 K yielding a Lorenztian

homogeneous linewidth of a few kilohertz - the narrowest optical transition yet observed in a

solid. 1,2 Local magnetic dipolar interactions, both homonuclear ',9 F-1 9 F and heteronuclear 14IPr-19F.

are responsible for broadening the line in a way which is reminiscent of past magnetic resonance

studies. The optical problem, however, is not identical to previous work because the optical FID effect

involves steady state rather than pulse preparation and because optical transitions are usually

dominated by inhomogeneous broadening. In this article, we present an optical line broadening theory

involving no free parameters that is suitable for describing the current LaF 3:Pr 3+ FID observations.

The calculation utilizes a Monte Carlo technique that avoids some of the assumptions and

approximations of past analytic theories in magnetic resonance and furthermore enables us to gain new

insight into the dynamic processes occurring in solids.

In optical FID measurements, it is important to realize that a frequency stabilized cw laser

beam resonantly excites a two-level quantum transition and thus coherently prepares a single

homogeneous Pr 3  packet under steady state conditions.1. 2  Hence. a narrow hole of a few kilohertz

width is burned into the much broader inhomogeneous lineshape which arises from local crystalline

Stark fields (width: 5 GHz) and static magnetic fields of the surrounding fluorine nuclei

(width: 100 kHz). In addition to the resonantly excited packet, the remaining packets of the

inhomogeneous distribution are excited in an off-resonant manner. When the laser frequency is

suddenly switched, the Pr 3  ions radiate an intense coherent beam of light in the forward direction,

the FID signal, where the time dependence is characterized by a fast and a slow regime corresponding

to the off-resonant and resonant preparation.

The two time regimes are actually limiting cases of a general analytic solution3 of optical FID.

derived recently for an inhomogeneously broadened two-level quantum system subject to steady state

~~~~~~. . . .. . . . . .. . . . . . -. . -a-. .'""
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preparation and relaxation characterized by the phenomenological population and dipole dephasing

times T, and T2. In the short time limit, the FID heterodyne beat signal

E (t) C<(
2a

is a Gaussian in time with decay rate *n2/T, and depends linearly on the laser intensity, x being the

Rabi frequency. This signal reflects the off-resonant preparation of an inhomogeneous lineshape

which is itself Gaussian with Iinewidth a. In the long time limit, the FID signal

EZ(t) X4 e- ( /T, - )t t>>I (1.2)
E~~~ t> -(12b

is an exponential and depends nonlinearly on the laser intensity, the leading term being X4 where

-= I/T,V ,T1 T,. This component corresponds to the resonantly excited packet which is a

power broadened Lorentzian of angular linewidth (I/Tg2 +), the homogeneous width, where in Lhe

low power limit

,-o (1.3) .

The dominant dynamic mechanism contributing to the Prt" optical dephasing time T, is due to

the time varying magnetic dipolar interactions where the 19 F nuclei undergo resonant flip-flops and

impress weak fluctuating magnetic fields on the 14 1 Pr nuclei. The Pr 3 + optical transition frequency w

is thereby modulated, and as we shall see the low power limit of (1.2) omitting trivial factors, takes

the more fundamental form

E It) O(t) << exp (i 8w(t )dt >time>Iattice , (1.4)
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where a time average is to be performed due to the Pr 3 + frequency fluctuations Sw(t') and a spatial

average over the fluorine nuclei surrounding a Pr 3  ion. The dipolar mechanism is in fact well

substantiated by current optical FID studies where magic angle line narrowing occurs. 2 Thus. when

the Pr 3 :LaF 3 crystal is irradiated by an appropriate rf field, the 19 F nuclei undergo forced precession

about an effective field in the rotating frame. The fluctuating 19F-19F dipolar interaction is quenched

thereby and the optical linewidth drops from -0 to -2 kHz. a behavior which can occur only when

the above broadening mechanism prevails.

The central issue is the evaluation of (1.4), a magnetic resonance problem which has attracted

theorists for about 30 years. For the purpose of discussion, assume a model where isolated A spins

of a lattice are monitored by magnetic resonance and are frequently but weakly perturbed by the more

numerous B spins. The resulting frequency fluctuations 8w(t) of the A spins and thus the phase

integral (1-4) should then follow Gaussian statistics. With the assumption that Sw(t) follows the

Gaussian distribution P(OO0) 1/8v'T exp [-1/2(8u/S) 2, Anderson and Weiss4 and also Kubo 5

showed that (1.4) reduces to two limiting cases

S(t) - e-6 2 t2/2 t -rc (1.5)

e. t<<

O(t) - e- 2 ?l, Itl>>, (1.6)

, 1/2
where the depth of modulation 8 - <8w > and the correlation time

C M I/8 2  Ja(t')&J(t + t)dt'. Thus, the A spin resonance line exhibits a Gaussian behavior for

short times and an exponential decay for long times. As time evolves, the initial linewidth 8 narrows

to 32,r,. due either to thermal motion or spin exchange interactions for example. While Eqs. (1.5) and

(1.61 superficially resemble the time dependence of the optical problem. Eqs. (1. 1) and (1.2), we r

emphasize that the two theories are unrelated, and as the above discussion indicates, have an entirely

different physical origin.
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Specific forms for the A spin FID and echo decay were derived initially by Herzog and Hahn 6

using the same model of Gaussian modulation and the Markoff assumption for the correlation function

<6w(t)6w(0)> I= <w(O)2>e ' r . The leading FID terms in the short and long time limit agree with

(1.5) and (1.6). Mims 7 also invoked the Gaussian-Markoff model for the time average but included

:ie spatiai averag:e f I. ) asi3uming that the diiut,. A pins are ranuoiniv distributed m a iaci of

, 3/2
B spins. The resulting echo decay laws are of the form E(t) e - (4/T 4) " for tic< < I and

E(t) - e - (t/T M) ' for t/r> > I and the FID behavior exhibits similar fractional power laws. This

model, therefore, seems inappropriate for optical transients in Pr 3 *:LaF 3.

Another approach. developed by Klauder and Anderson. 3 assumes a Lorentzian-Markoff model

where the abundant B spins execute sudden spin flips randomly in time. The A-B spin dipolar

interactions in this case occur less frequently and more violently than the Gaussian modulation

described above, and therefore resemble Poisson statistics 5 which also apply in the linebroadening ,

theories of atoms undergoing isolated binary collisions. For a single spin packet. the time and spatial

averages, which involve various approximations, yield an exponential FID signal of the form . -

F(t) R (1.7)

where m -r nrI I, n is the B spin density, r is the microscopic B spin flip rate, ,A is the B spin

moment and y is the A spin gyromagnetic ratio. The nature of this model and the resulting

exponential decay come closer to explaining the optical FID behavior of Pr3":LaF 3 . However. there

is a major difficulty because the parameter R is ill-defined for a T, process, having been introduced as

a device to satisfy stationarity in the Markoffian distribution function.

More recently, Hu and Hartmann 9 obtained analytic results for (1.4) in the case of the

one-pulse FID, the two-pulse echo, and the three-pulse stimulated echo. The system again consists of

dilute A spins randomly distributed among the B spins which suddenly and randomly flip between two

., •. . . . ...... . , ~~~~~~~~~~~~~...-,....,.....'.....,..,....,..-............................... .... ".",..,."-... ,
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sonance experiment 17 yields 180t10 kHz FWHM for I=1/2--3/2 and 200± 10 kHz FWHM for

=3/2-5/2 whereas an optically detected spin echo measurement I8 gives 230±25 kHz F' , HNM for

=3 2--5 2. These results are about a factor of two larger than the calculated value because the

,asurements were conducted in the absence of an external dc magnetic field. However. Erickson 19

s oted :hat his -200 % neidth reduces to - '' :z : e a ,:,,tC i:eCd of 16G or ,ar.,er s

iplied. bringing the observations into good agreement with the Monte Carlo linewidth of 84.5 cHz.

ie theory of line broadening in zero field is more complicated than the calculation presented here as

e nonsecular terms of the dipolar interaction must be included. Such a theory, a second moment

Iculation. was developed by Abragam and Kambe,20 leading to a similar static dipolar linewidth

duction. a factor of 2 or 3. as the magnetic field is increased from its zero field value. We should

io note that the observed homogeneous linewidth displays a similar reduction when the static

,plied field exceeds 19G. The results of this section are summarized in Table 1.

We conclude that for static broadening the Monte Carlo result is unambiguous as it agrees

curately with the second moment calculation and existing experiments. Furthermore, since the

itical and NMR magnetic inhomogeneous linewidths are related trivially by a scale factor, the ratio

(3.3) and (4. 1). the second moment calculation itself accurately predicts the optical linewidth arising

)m a lattice of static dipoles.

B Single Packet Case

Rather than deal with the full expression (3.1) immediately, it is possible to use a simplified

rm

< 12(M)> - -. Cos Ipj(t) (4.3)
jiI

iich describes many features of the homogeneous broadening problem. Equation (4.3). in fact. is

starting point of many line broadening theories. This expression neglects the sine terms as

........... ... .... ..... .... .....-... *.-.

. . . . . . . . . . . . . . .. . . . . . . . . . . . . . . .
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17

Let us now compare the Van Vleck15 method of moments which has been used to calculate the

nuclear broadening of EPR lines of dilute paramagnetic crystals 1 6 or the width of nuclear quadrupole

transitions."1  The second moment

(- cos 20k)2
S "(I SSS -

k r ,k

for a Pr NMR line implies a linewidth

2 2-

-__ 1/ (1-3 c s 2 O k )  (4.2)2rk rk  ,-.

The lattice sum in (4.2) has been evaluated for the nearest 2250 fluorine neighbors and equals

0.0548A -6. giving a root second moment linewidth .AJ,=35.8 kHz. The FWHM linewidth is 2Vi in 2

larger or .V'FWIn 8 4 .5 kHz.

Figure 2 compares the Monte Carlo lineshape to a Gaussian having a width given by the second

moment and the agreement is excellent. Note that there are no adjustable parameters in the

comparison except the vertical scale. The Monte Carlo program also calculates a root second moment

by

giving .Azv-34.9 kHz. only 2.5% lower than the Van Vleck result.

In addition to the nearly exact coincidence with the Van Vleck theory, our calculations are

supported also by recent Pr ground state linewidth measurements. A steady state rf optical double

771

................
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IV. RESULTS

A. Magnetic Inhomogeneous Broadening

Due to the 1'4 Pr (1=5/2) hyperfine structure, the 3 H4 .,. ID, optical transition is expected to

consist of three prominent transitions ([Z-l (1/2-*1/2), (3/2--3/2). and (5/2--5/2). separated

from cach other by - i0 MHz but overlapping due to Lhe crystal strain broadening of 5 GHz. The

Monte Carlo calculations show that these three lines also are broadened inhomogeneously by the

fluorine static magnetic fields; the lineshapes are given by the distribution function G. Eq. (3.5), and

are found to be Gaussian with a FWHM linewidth of 42(z- 1/2). 126(3/2). and 210(5/2) kHz

which are in the ratio of 1:3:5. consistent with (3.3). These calculations assume that the Pr

gyromagnetic ratio 1,'2f - 11.5 kHz/G, derived from rf optical double resonance. 13 and that 7f"0

since additional experiments 1 4 indicate that 1' 1/5 y7 where the relative sign of the ID, and 3 H4

splittings are unknown. L. E. Erickson has kindly informed us that the above value of y[ corrects a

numerical error in his previous publication.13 , 19  "

Because the strain broadening is about 104 times larger than the magnetic inhomogeneous - "

broadening, the latter has never been resolved at optical frequencies. The Monte Carlo calculations

can be compared, however, to the Pr ground state quadrupole transition linewidth, determined either

by second moment calculations or by optically detected NMR measurements. Since rf transitions
° .7

require that .1Iz-t 1. (3.3) becomes

S'I2Z(0)
dw (O Bk (4.1)

k S I(0):

A zomparison of (3.3) with (4. 1) reveals that the Pr optical and NMR magnetic inhomogeneous

linewidths differ only by a scaling factor and are approximately in the ratio of I as indicated in

Table [. With the aid of (4. 1). the Monte Carlo lineshape function is derived for the NMR case and

appears in Fig. 2 as a Gaussian profile.

. .. - * *~* *.~*.** ~ * . . . . . .. U - - . . . . . . ..
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In the fourth step, the preparation P 1 2 (t2) is computed by numerically integrating the density

matrix Eqs. (2.8) or equivalently the Bloch equations

aij(t) =-[Aj + 8woj(tljvj(t) -- "uj(t) ..-.

YO [AJ + Saj(t)luj(t) + xwj(t)- yvj(t)

1kj(t) . -Xvi(t)- [wj(t)-w 0 ]/T (3.6)

where

P1 2 (t) - uj(t) + ivj(t) (3.7)

For simplicity, it is assumed that the population difference w is characterized by the single decay

time TI, and the other parameters are defined in Section IB. The initial conditions are

PII(to)-P 22 (to)-l, p 12 (to) - 0. and the preparation is confined to the interval to--t20o.

Finally. the FID signal <; 1 2 (t)> is calculated in (3. 1) by iterating the preceding four steps

N times to obtain the average <P 2 (t)> in the post preparative period t>t 2o. The effect of

inhomogeneous broadening is included by allowing the inhomogeneous shift aj to vary randomly over

its lineshape.

- -..-.
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frequency shift Swi(O) is computed using (3.3) and its distribution function

Ga dN (3.5)
d(, (0))

is plotted in Fig. 2.

The third stage computes the frequency histories S1 ij(t) at 400 discrete times t where the

fundamental interval At= tp,I - t. The time origin t)-,O now coincides with the beginning of the

preparative period which extends over the initial 200 points (t 0 -- t2 0 ) and spans a much longer period

than the optical dephasing time. During this period. the laser induces a polarization in the sample .,

which simulates steady state preparation. The second 200 points (t2 o-,,too). which we consider

later, correspond to the free decay period when the laser is out of resonance with the initially prepared .

packet.

Assumption 5: To calculate Swj(t). we assume that the number of fluorine spin flips per unit

time n follows a Poisson distribution in time with a mean value

no - NFW,

where NF is the number of fluorine nuclei and W is the average spin flip rate. Next. a subgroup of

fluorine spins. n(t1).It in number at time t1, are chosen randomly in space and undergo a spin flip (sign

reversal in Bk) producing a field fluctuation at the Pr 3  site and a frequency shift S, (t1 ). The

calculation is repeated 400 times, generating a new shift for each succeeding time interval It so that a

frequency history evolves where each shift adds to the previous ,alue. Once a value for W is selected.

the temporal distribution in spin flips follows a Poisson distribution and the spatial distribution varies ,.

randomly from one time interval to another. producing variations in &Sj(t,). The phase histories j(tl)

are obtained readily from (3.2).

. .... * . ......-. . . . . . . . . .

. . . S S SS -
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in terms of the static frequency shift

Wk  -y7-v1 lzBk (3.3')

due to the field of the kth fluorine nucleus,

(3 cos Ok- 1)
Bk 3 (3.4)

Assumption 1: The sudden jump approximation assumes that the fluorine spin Si (t) is restricted to

two values, + 1/2 or -1/2. and that the jump occurs instantaneously between these two values at

random times with an average rate Wn I/T where T is the mean time between jumps. The pairwise

correlation of spin flips implied by (2.4) is ignored. It is possible to write (3.3) because the only

dependence on t or j in Swj(t) lies in S1 (t), and, the various frequency histories differ only in the time

evolution of the sigr of the fluorine fields.

The first stage in the Monte Carlo program is the calculation of a table of fluorine magnetic

fields Bk using (3.4). Assumption 2: The angles Ok and distances rk nf the 2250 fluorines in the

3
nearest 125 unit cells around a Pr site are computed from the LaF 3 crystal structure (P3CI - D3d ) ,

data of Zalkin, Templeton and Hopkins. 10  Assumption 3: The c axis of the LaF3 crystal is assumed

to be parallel to an external magnetic field Bo (z axis), and Bk represents the z component of the

Pr P
fluorine dipolar field where > > f Pr-F' The resulting table of field strengths Bk is used in all

subsequent calculations. Assumption 4: For simplicity, we assume only one g value for the ground

and one for the excited electronic state of Pr3+, avoiding the complexity of the anisotropic g-tensor.

The second stage of the program computes the static magnetic broadening due to a random
initial alignment of the fluorine spins S1(0). For each value of j, the fluorine magnetic fields Bk. .-.

obtained in the previous step, are summed with a random distribution in their sign. The resulting

• ,_. ." ' ',-,. , - - . ,' -' ,' ".. ._'""._. """ ... '.. '-. li ' "J '"- '"- ." " .' '"','. ."-U.,'." .".,
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M. MONTE CARLO CALCULATION

Outline and Assumptions

We begin by writing che Pr 3 density matrix average (2. 121 as a sum

<P1 2 (t)> ;,01,(0) exp (-v + ij)t + i 6(31(t')dt' (3.)

over N different Pr3+ environments that arise from the local static and fluctuating fluorine spin

configuration and the crystalline Stark fields. The index j, therefore, labels a particular ion's

preparation -pJ,(0) by a resonant laser field in the presence of a fluctuating Pr3  level spacing Swj(t),

a specific Pr Stark shift a, in the tuning parameter .1, and a specific Pr- * phase history

(t) - fr~awi(t')dt' (3.2)

C

following the preparation. Thus. (3. 1) includes both time and spatial averages. The number of Pr3 ,

ions N must be sufficiently large that fluctuations in <; 12 (t)> due to finite sample size are negligible.

We shall see that this criterion is satisfied for a model where N is in the range 103 to 106 even though

about 1015 Pr 3 * ions are monitored experimentally.

An outline of the numerical evaluation of (3.1) is shown schematically in Fig. I and yields (1) w

the dynamic or homogeneous magnetic broadening due to fluctuations Jj( t) in the Pr* level spacing

and (2) a static or inhomogeneous magnetic broadening due to the frequency shift 4iW .(0).

The calculation of the random frequency fluctuation 684it) can be simplified by writing (2.9)

aw~i(t) Wk (3.t)
Sk(t)

.~ _. .)i-
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P1 2(t) -P 12 (0) exp [(-. + i/A)t + ifo &d(t')dt'] (2.11)

where ; 12(0) expresses the coherent preparation at time t-0. Equation (2.1t1) involves the phase

history of a single Pr3 + ion and therefore must be averaged over the distribution of frequency

fluctuations occurring at different Pr 3 + sites both during the preparative period t:50 and afterward

tZO. In addition, avenages are to be performed over the local inhomogeneous static magnetic and .-

crystalline Stark fields. Writing all of these averages symbolically by a single bracket. (2.11) becomes

<P2 -) <P 12(0) exp (Y+ W~t + iJ 8w(t')dt'J> .(2.12)

.-..

Finally, the FID signal expressed as the field amplitude

E1 2 (Z, t) - 1 2 (Z. t)e (tkz) + C.C (2.13)

obeys Maxwell's wave equation

aE 1(t)- 2ikNg&12<p12(t)> ,(2.14)

az

for an optically thin sample where N is the Pr3 + ion density and A'12 is the electric-dipole transition

matrix element. Because of the laser frequency shift 04-2'. the FID signal F(t) appears as a '

heterodyne beat due to the cross terms in the total field intensity, i.e.,

F(t) LE1 - j2(O(-O'"t + c.c. . (2.15)

Thus, the FID signal is determined essentially by the statistical behavior of (2. 12) where the

fluctuations &w( t) introduce an additional damping.



t0

1&2o4 1 -11 + a+ W2 1. E, Awi 0(-m1.2),

where a is the shift in the Pr 3+ transition frequency w~j due to an inhomogeneity in the local static

magnetic or crystalline Stark fields.

Fluctuations in the Pr 3+ transition frequency ca-, due to F-F mutual spin flips are included in

(2.8a) through the term

.5w~) - (-,'-y~yAI3 cos 29k- 1 S
3wt lZ kz(t * (2.9)

which follows directly from (2.6). Notice that 8w vanishes when the Pr 3 + gyromagnetic ratio -y, of the

upper (single prime) and lower (double prime) states are equal.

In (2.8a). the off-diagonal decay parameter yau ZO + y2~ 2) consists of the population decay

rates -f and Y2 Of states 11 > and 12> while the total dt;1hasing rate

r *- 1 + 1 (y z + '-(210

T, 2 1P

includes the contribution -f. from fluorine spin flips. Eq. (2.9). Note that (2. 10) applies only co that

part of the decay which is exponential: it is a convenient expression but not an essential one.

Now assume that a narrow packet from the inhomogeneous lineshape is coherently prepared by

a cw laser beam under steady state conditions and that FID follows at time t=0 when the laser

frequency is switched suddenly by several homogeneous iinewidths. The FID solution of (2.8) takes

the form

. 71
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which induces an electric-dipole transition where

Pr
7( -A E,(z. 0)

and x and z are the polarization and propagation directions.

F
Because Y commutes with p in (2. 1),

- owl

Eq. (2. 1) reduces to

UIfr -[LPr p] + damping terms. (2.7)

B. Optical Free Induction Decayk:

The time-dependent equations of motion (2.7) now become

P12  -7- + i(A + &u(t))1P12 + -jix(P12-Pii) (2.8a)

24 1 -72P22 + 7l(PII-PoI) +~ iX(Pt2-;21) .(2.8b)

using the definition

p~2 (t) U

and neglecting nonresonant terms. Here. the Rabi frequency X, the tuning parameter A and the Pr3

* eigenenergies in the absence of a light wave are given by



* a Zeeman term

Pr
Y 7 B

* and the secular part of the Pr-F heteronuclear dipolar interaction of a Pr3 + ion with the k surrounding

F nuclei of the crystal.

3 cos 2 .-
A;pr-F - VIVSII IzSk(t). (2.6)

k k

* Due to the F-F spin flipping, Stz(t) in (2.6) fluctuates in time and wobbles the Pr3+ optical transition

frequency.

Because of the assumption of a rigid lattice. we neglect certain T, processes, i.e.. those

processes involving phonons or thermal excitation, but not optical spontaneous emission.

Furthermore, because the Pr3 + ions are dilute, we ignore secular terms such as [1k, arising from the

*dipolar interaction. Finally, in (2.6) the flip-flop terms [+S- are omitted because the Larmor

f requencies; of I I IPr and 19F are so different (vyl >ys).

The last term of (2.5) expresses the resonant excitation of a Pr3 * ion from its lower state 11 > to

an upper state 12>~ by a light wave

E.(z. t0 eXE 0 OS os t-kz)*
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The Hamiltonian

F Pr
+ ,(2.2)

F* F

Y F F-F (2.3)

consists of a Zeeman interaction

F

At the external static magnetic field being B, and a homonuclear magnetic dipolar F-F interaction, the

secular part being

3 cos O~ki-

F- kj- [2~ - SS7 +4 (s *- St)] (2.4)

The fluorine raising and lowering opertors S OSreveal the mutual F-F spin flips which generate local

fluctuating magnetic fields that shift the Pr3+ transition frequency and broaden the optical transition.

The Pr terms

Pr Pr Pr Pr Pr
+ If~--JQ + z + ~Pr-F +* 0% (2.5)

Pr

-D[l'- 11'] + E(:2 + 12

* z . %..'
2.. . . . . . .. . .
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LaF 3 crystal structure 10 which contains a dilute concentration of Pr3 ions. Each Pr3 ion replaces a

La 3  ion where the Pr3  spatial distribution is random. Second. an external magnetic field is assumed

causing the fluorine spins to be either in the up or down orientation. Third, because of a low Pr3  .

concentration. Pr3+-Pr3+ interactions are excluded. Fourth. the F spins are assumed to flip suddenly

and randomly at a rate W. a quantity which can be calculated from other considerations and compared

with experiment. At low temperatures (T<2K), spin lattice relaxation will not induce fluorine spin

flips at a significant rate, but fluorine spin pairs can undergo mutual spin flips as described in

Eq. (2.4). In Section II. the Pr3  equations of motion are developed in terms of the basic optical

field-atom interaction and spin-spin interactions. An expression resembling (1.4) follows for the Pr "

FID signal in the case of coherent preparation by a monochromatic laser field. In Section III. the

details of the Monte Carlo calculation are discussed. This step includes the preparation and the

sampling procedure for averaging Pr3  phase histories resulting from different fluorine spin

distributions. In Section IV, the results of the calculations are described. Thus, the static magnetic

inhomogeneous broadening calculation is tested by comparing it to a second moment calculation. For

the homogeneous broadening, the nature of a polarized or frozen fluorine core surrounding a local

Pr3+ ion is analyzed and the dependence of the linewidth on the 141Pr magnetic quantum number is

considered.

1I. THEORETICAL MODEL

A. Hamiltonian

We seek a solution of the density matrix equations of motion

ill _+'~p ~ damping terms. 21
at

for the magnetically perturbed Pr3+ ions when they are coherently prepared by a laser field and then

' experience optical D.

-.-.............-..... 2 2............
,:,<..:- :-': -?" ? ."'*-. .*: : : : '";""'"" . "" o-"' '" ",g"2m"' ai @@,i tail a ' Ww"'"m
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* ,- quantum states because of the spin lattice interaction. The FID signal after a spatial and a time

average is given by

F(t) , exp [-Aw1 12 te-l(Wt) + 1i(Wt)]} , (1.8)

and reduces in the short time limit to

F(t) - exp [-A, 2t(1-!Wt , Wt<< 1 (1.9)

where ./,/ = (161r 2 /9V/ 3-nAB/.-- a is the B spin density, j is a magnetic moment. W is the

B spin flip rate and Io(Wt) and I(Wt) are modified Bessel functions. The leading term " 1,/2t in

(1.9) is independent of the spin flip rate W and therefore represents a static magnetic broadening or

first order FID, which is unusual in that it is Lorentzian, and follows directly from the spatial average

' given initially by Mims. 7 The spatial average assumes a continuum behavior in the A-B internuclear

spacing, extending from zero to infinity, and therefore is subject to error, an issue considered by

Klauder and Anderson,8 owing to the neglect of the minimum lattice spacing of real crystals. We shall

consider the magnitude of this error later in Appendix A. This model also assumes that the entire

inhomogeneous lineshape is uniformly excited with a r/2 pulse so that the hole burning preparation

which occurs in the optical FID problem is ignored.

The A-B spin dipolar interaction for Pr 3 :LaF 3 is neither weak enough to fit a Gaussian theory

(& o t< < 1). nor strong enough to fit the Klauder-Anderson theory ( w t > > 1). The maximum

frequency jump 6w,, due to a fluorine spin flip obeys 8wmaxT ~ 1, where r is the observed Pr3

dephasing time. Since neither regime applies, a numerical theory is called for.

In this article, a Monte Carlo line broadening theory is presented with the advantage that many

of the assumptions and approximations utilized in the past are avoided, and moreover, the role of the

dipolar mechanim in the optical FID problem is treated for the first time. We consider a rigid lattice

.4o

1I

p"

... Oo .- . .- - . . % . - . . . -. .- ..-. .-.... . . . . . . .,,...,.. ."...\ ,% .' % . ". ' " .. .,,,% %. . ' ,-,-.' ,. ....
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discussed in Section IVC. The simplest form of preparation is assumed also. namely, a single

homogeneous packet of a two-level quantum system in a 50:50 superposition state. Thus,

inhomogeneous and power broadening are ignored.

The use of (4.3) is preferred over the full Monte Carlo program when several parameters are to

be varied s;multaneously, since it executes at least two orders of magnitude faster. The essential

"* features of dephasing in this case have been demonstrated by studying the variation of the FID decay

time I /y P as a function of a) the number of fluorines in the lattice, b) the fluorine position in the

lattice, and c) the fluorine flip rate W.

Our primary result is that a few nearest neighbor fluorines dominate the dephasing of the P 3

ion. Figure 3 shows the optical linewidth of the 1,=l/2 state for a spin flip time T=50 psec as a

function of the number of fluorines permitted to flip. The abscissa counts the number of interacting

(1 fluorines, with the strongest taken -rst, so that as N-m.. only distant, weakly coupled fluorines

remain. Thus, the linewidth of the Pr 3 + in a lattice in which only the two strongest coupled fluorine

" nuclei flip is 2/3 that of the whole lattice result, and when 5 fluorines flip, the linewidth is almost

indistinguishable from that of the full lattice.

This conclusion is suggested again by Fig. 4 which shows the distribution function dN/dwk of

static frequency shifts uWk, Eq. (3.3'). As expected, most of the 2250 fluorine nuclei interact weakly

with a given Pr 3+ ion and produce very small shifts, which we see are in the range 0 to 3 kHz. The

largest shifts, which are discrete at 9, 10, and 20 kHz, result from the five nearest neighbor fluorines

- which are the main contributors to optical dephasing.

This result has three consequences. First, it shows that our lattice size of 2250 fluorines is a

few orders of magnitude larger than necessary. Secondly, it implies that correlations between adjacent

-. fluorines do not strongly affect the optical linewidth. We do not argue that spin correlations don't

:7-
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exist, but merely that their effect on the linewidth is small since so few fluorine nuclei are involved.

The magnetic resonance theories described above"L 9 have not considered the effect of correlations on

the linewidth. and no estimate of its effect has previously been given. From Fig. 3. we see that the

flipping of one fluorine provides 30% of the linewidth. With two fluorines we reach 67% of the

linewidth but this pair is weakly correlated since the crystal structure shows that these fluorines lie on

opposite sides of the Pr ion and are about 5,A apart.

A physical explanation for the weak correlation lies in the strong radial behavior of the

individual fluorine magnetic fields Bk, Eq. (3.4), which are proportional to /r3 . If a nearest neighbor

and a second nearest neighbor exchange spin orientation, the second nearest neighbor will produce a

shift (1/2) 3 that of the nearest neighbor, and to current levels of accuracy may be ignored. We note

further that the leading role of the nearest neighbors is a familar concept in the theory of

moments I L.15 in NMR. where the second moment is proportional to S I/r.

We have also studied this question further by introducing correlation in a model calculation

using five fluorine spins. An extreme form of correlation is assumed where all five spins flip

simultaneously. In one case, we assume that the spins are all parallel so that their fields add to produce

the largest frequency jump possible. In the second case, a spin orientation is selected which produces

the smallest frequency shift. The first correlation increases the linewidth by 35% while the second

case decreases it by 20%. Since any physical correlation would be less extreme, we assert that the

effect of correlation on the linewidth is less than ±_50%.
"Lr

The third consequence of the leading role of the nearest neighbors in optical dephasing is that

perturbations of nearby fluorines by the static Pr3  magnetic moment can cause a large reduction in

the linewidth. We call this effect the "frozen core" phenomenon and it has been proposed to explain

anomalously narrow linewidths in tSR. 21  The static dipolar magnetic field due to the enhanced

nuclear magnetism of the Pr " ion2 2 amounts to several gauss and detunes nearby fluorine nuclei from 5'

. . . . . ..*... . 4 . .. . . . . - -. " - " . ' .. '' ' - - "' " , ; " g ." - :"" ' ,.
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; ... the resonance frequency established by the external magnetic field. The flip-flop operators

(SS" + S'Sj') in (2.4) thereby connect states of different energy and for these fluorines spin flips L

are inhibited. Since those fluorines most strongly coupled to the Pr3  ion are the first to be inhibited.

large changes in linewidth result. Furthermore, the three I4 states of Pr3  have different static dipolar

fields, in the ratio of 1:3:5. Therefore, the frozen core is "variable", with a size depending on the

Pr3  magnetic substate.

This phenomena has been incorporated into the Monte Carlo routine by modifying (2.9) to

exclude the detuned fluorines:

L.

2250 3 Cos Ok-8 (t =, -(yl-. Z''/ 3 O 2 IzSkz(t).

kok' r3

Here (k') represents the lattice indices of the detuned fluorines. A fluorine is included in {k'I if its

detuning by the Pr ion is greater than the fluorine NMR linewidth of 10 kHz.-'

In Fig. 5 we plot the optical linewidth with and without a frozen core. as a function of the Pr3  %

Prmagnetic moment A. Yllz/i for T-50 Ipsec. Without the frozen core, the linewidth is approximately

proportional to 1/2, in contradiction with our earlier prediction 1.2 that the linewidth should be

proportional to YI-I . We note that although the inhomogeneous magnetic linewidth (4. 1) scales as
-I, "I

* t-Y[ , the homogeneous linewidth (3.3) does not depend linearly on this factor because of the time

dependence of Si (t).

With the frozen core effect included, the homogeneous linewidth is approximately proportional
~Pf1/4 ~ lkzG o

to fo r I 0.zG o jp S5kHz/G. the frozen core and no frozen core results

are identical, because the radius of the frozen core is less than the nearest neighbor spacing. Instead

of our earlier prediction'. 2 of a triexponential decay with decay rates in the ratio of 1:3:5. Fig. 5

shows a ratio of 1:1. 4:1.7. A computer plot of this triexponential decay indicates that it is

." -.- " - "''- - " . " - ....
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indistinguishable from a single exponential with a decay rate equal to the average of the 11-/2, 3/2

and 5/2 values. Our experimental observation2 4 of a single exponential decay is therefore explained.

Figure 6 shows the dependence of the optical dephasing time I/Y on the mean time T

between fluorine flips. Based on the previous discussion. - is the average of the Iz= 1/2. 3/2 and

5/2 decay rates. The quantity T is the only parameter in our theory that is not directly measurable.

We shall first treat it as a free parameter and then tisc an argument of Bloembergens that predicts T -

from experimental studies of the fluorine NMR linewidth."-

First note that for T between 10 jssec and 1000 Asec, the linewidth is within a factor of two of

the experimental value. To this level of accuracy, then. our results are independent of T.

Conventional NMR measurements of the fluorine dephasing time in LaF 3 give a value of T2 = 17 gsec

which results from both static and dynamic broadening and does not directly measure the fluorine flip

rate. Bloembergen.2 followed by Lowe and Gade 6 have derived the relationship " .:

T -
•OT

2
.

making use of the method of moments to estimate the flip-flop term in HF.F (2.4) and deriving a

transition probability from it. This approach predicts T= 170 ;sec. and with the aid of Fig. 6. we see

that the Monte Carlo calculation predicts a dephasing time 1 1-t 19 sec compared to the

- experimental value of 15.8 gsec. The agreement to an uncertainty of 15% is unusually good by the

"- standards of previous theories.

C. Hole Burning Preparation and Lineshape Studies

To include the effect of inhomogeneus broadening, we combine (2.15). (3. 1) and (3.7) and

obtain for the optical FID signal

.* ... . . .
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F(t) Re [u() (O)Jei'P")

N Nu~)+i

=;: 4 iu() Cos 1(t) imv~ sin (p (t). 44
j=I i-1

given in terms of the preparation u,(O) and vj(0) at time t=0 and the phase qPj(t) where the sum

extends over all inhomogeneous environments expressed by the frequency shifts j

Before evaluating (4.4), consider its reduction to the single packet case. In this circumstance,

all ions of the packet are in phase at the beginning of the decay t=0 and have identical preparative

factors so that (4.4) becomes

F~t - N os -V(O) N
Fj)co mt t - sin qpj(t).

The sum over the sine terms tends to vanish since q;j(t) has equal probability of being positive or

negative. and (4.3) results,

N
F(t) N cos q~(t) .

where we have set u(0)- 1. For LaF3:Pr 3+, since the maximum frequency jump due to a fluorine spin

flip is 10 kHz. the FID sum (4.3) will have Fourier components limited by 10 kHz as well.

Furthermore, since the cosine term has zero slope near t-0, the first 10 /Asec of the decay will be

* highly nonexponential.
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We will now see, however, that the effect of inhomogeneous broadening leads to near

exponential behavior, in contrast to the single packet case. Thus, in (4.4) the term. v(0) sin

no longer vanishes but is comparable in magnitude to 1 uj(O) cos pp(t). This follows since vj(O) and . .

(Pi(t) are correlated and both are odd under frequency inversion so that their product is even. In

addition. the frequencies contributing to p~.(t) are no longer limited by the nearest neighbor spin flip

value of 10 kHz. but are determined instead by the optical and magnetic inhomogeneou. broadening.

Eventhough the amplitude of the high frequency components is reduced by their off-resonance

response, high frequency Fourier components can now appear in (4.4) producing a fast Gaussian

response (T;~. 100 psec) near t=0 followed by a slower exponential decay (I1/,/ - 16 A sec).

The lineshape of the hole burned into the inhomogeneously broadened line of LaF3 :Pr3 
'* is seen

in Fig. 7. the Unewidth being 10 kHz HWHM. This is a Monte Carlo calculation of the preparation
N N"

at time t-O where the lineshapes correspond to the in-phase +LZ uj(0) and out-of-phase 11 v(0)

contributions which are approximately Lorenztian. Thus, this case differs significantly from the

non-Lorenztian behavior of a single packet.

Similarly, Fig. 8 compares the observed optical FID of the 3H4-- lD2 transition of LaF 3:Pr 3 .

which is an exponential, with a Monte Carlo calculation that includes both the preparative and post

preparative periods. The calculated quantities 1.J u-(0) cos (Pj(t) and 11 v(0) sin (Pj(t). which

assume a preparation time of 200 jssec and [z.3/2. are plotted separately to show their exponential

character. Alternatively. their difference as written in (4.4) leads to a partial cancellation and a

numerical result which is far noisier and more difficult to interpret. Note that the two terms of (4.4)

as plotted in Fig. 8 agree with the experimental data both in slope and shape, confirming once again

the 10 kHz Unewidth and the nearly Lorenztian lineshape. Considering there are no free parameters

in the theory. except for the vertical scale, the agreement is excellent.

'-'. - -V -. . .- :..:: -. - .. . - p. -. ... .-... ... .% . .'. ,- :.:.- -:..-.... .;. , .. ,,.,: X '.,,. ,-% - ''''. . ': '
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We have so far compared both theory and experiment to an exponential decay law (Fig. 8). but

in the Introduction we noted that Pr3+:LaF3 was an intermediate case, neither Lorentzian nor

Gaussian in principle. In fact, both theory and experiment show partially Gaussian decay at short and

long times. bracketing the intermediate exponential region. In Fig. 8, for example, for long times

(t > 16 Asec) both Lheory and experiment decay faster than an exponential. For short times

(t<2 jLsec) Gaussian-like behavior can be inferred from Fig. 7(b) which drops off faster than a

Lorentzian for a detuning larger than 20 kHz. Future experiments with increased laser frequency and ..-

amplitude stability should clarify this complex decay behavior at short and long times.

The rapid initial response near the time origin arising from the first order FID is not reproduced

in these calculations because of the excessive computer time needed to integrate (3.1) over the full

strain broadened inhomogeneous linewidth of 5 GHz. Since this feature is well understood by

previous analytic arguments?3 the integration was restricted to 1 j-< 100 kHz and consequently the

calculated rise time (not shown in Fig. 8 because of the scale) is 5 x 104 times slower than the

expected value T; - 100 psec.

V. CONCLUSION

The Monte Carlo theory presented has demonstrated in a precise way that the 10 kHz optical

homogeneous linewidth recently observed in Pr3 +:LaF 3 arises from the magnetic dipolar coupling of

the Pr nucleus with the fluorine nuclei which undergo resonant spin flip-flops. The theory accurately

predicts. via the variable frozen core argument, the single exponential decay function and gives the

decay rate with no free parameters. Not only are the optical1.2 linewidths predicted but those of

nuclear quadrupole resonance 13.17, 18 as well.

The Monte Carlo theory possesses several advantages over previous analytic theories. It

bypasses an ambiguity present in applying the Klauder-Anderson model. 8 While the
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Klauder-Anderson parameter R is clearly defined when the spin flips are caused by spin-lattice

relaxation. R has no clear meaning for the T2 or resonant fluorine flip-flop process considered here.

Also, the Hu-Hartmann theory contains implicitly a spatial integral which cannot be evaluated

for our system (Appendix A), so that this theory does not apply to Pr 3 ':LaF 3 either.

Lastly, we have studied numerically nonlinear solutions of the Bloch equations, in the presence

of stochastic phase and frequency fluctuations. Few, if any, analytic solutions to this general problem

have been given and we suggest that the Monte Carlo method may have similar applications in gas

collision theory as well as other line broadening problems in the solid state.
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APPENDIX A:

Comparison With Hu-Hartmann Theory

An examination of the sudden jump theory of Hu and Hartmann 9 reveals the assumption of a

lattice which is continuous rather than discrete. The implication of this assumption and its limits of

validity are discussed in this section.

.,- :

In the Monte Carlo calculation. the linewidth is dominated by the nearest neighbors while in the

Hu-Hartmann theory there are no nearest neighbors since the B spins can be infinitesimally close to

the A spins. We show that the Hu-Hartmann derivation may be valid for the case of large magnetic

2.....................,....................................
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moments encountered in electron spin resonance, but fails for the nuclear spin case of Pr3 :LaF3 .

Their approximation lies in the spatial integral, their Eq. (2.10),

F(r) - exp Ina< I- exp i.P h(t)dt , (Al)

The brackets < > represent a spatial average defined in their Eq. (2.8), and

2%
2-APB (1-3 cos 0.0) (A2)

r3

We make their approximation explicit by defining the variable

C U B( 1 -3 cos Z9)fh(t)dt

so that the above expression becomes

F(r) n exp na 2fo sin OdOf.mr2dr[ I -eiC/r3] . (A3)
rain

Klauder and Anderson8 have examined a similar integral and point out that although it is always valid

to replace r. by a, rmin may be replaced by zero only in certain circumstances. Retaining rn in the

integral over r we rind

F(-r) - exp n.2wr.a sin OdO. C/ I m (I- Cos U) (A4)

The upper limit of integration has a physical meaning:

C -2v foh(t)dt (A5)

r3min (A.)

,'.. .,

7_%
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where

iI a 2 AAB( 1- 3 cos 20)max 2m hr3 n
mm@m

is just the frequency jump due to the flipping of the nearest (or most strongly coupled) neighbor. The

dimensionless integral

u

approaches r/2 for x>2i', but at small x is linear in x. Note that the integral in (A5) has dimensions

of time and is always less than the duration of the experiment. At. The Hu-Hartmann theory assumes

that rn=0, and that the radial integral reduces to -rC/6. whereupon the remaining integration can be

easily performed. We have shown, however, that this is true only when (2

max (A6)

When .m. - t< 1. the radial integral is a linear function of t max" *t and therefore depends on the

crystal structure via the nearest neighbor interaction so that F(r) in (A4) can no longer be integrated

analytically. For electron spin resonance, where ... > > I MHz and r> I I&sec, this condition is easily

satisfied. For the optical dephasing of Pr3 ":LaF3 , where Pmax is limited by the frozen core effect to

10 kHz and At'-1O isec. it is always violated. 7

For systems that satisfy this condition more closely than Pr3 *:LaF 3 we find the power series
.

technique described in their Eq. (2.15) will fail after a certain number terms, depending on the size of

max •.t.

•.***.::- ~ .. * * .... . . * ... -. .......-.. . ................... _..... .......... ..... .. -. ,...............'................... . .'.'
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Table 1: Linewidths of 14 1Pr in LaF3 Due to Magnetic
fnhomogeneous Broadening

Transition Method Linewidth FWHM (kHz)

rf (I 'z= I) Monte Carlo theory* 82

Van Vieck second moment* 84.5

cw rf-optical double resonance 17

Optically detected rf transients 18

I"Z=3/2-.5,/I 23 0Ot 2 5a

optical (3 H4 '- ID 2 ) Mivonte Carlo theory*

1,,-I Z= 1/2-.1/2 42

I Z-0. 1'3/2-3/2 126

1" -=I~5/2-5/S2 210

This work
Earth's magnetic field
'Static external field of 2t 16G .
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In an experiment. the observable is the square of the total field,
E2 >< E+ .C2> ( is

[ere the signal field E. and the laser field F. are given by (2-12) and (2-1) and < > denotes a

ie average over an optical period. Equation (2-18) contains the cross term

is 2E0 R.(E13 + E23 ) ,(2 - 19)

Lich is the desired signal intensity where R, specifies die real part.

It now remains to evaluate E13 + E-2 3 - We solve (2-6) by iteration using the Laplace transform

-thod.15 First, the wave equation is solved in first order by neglecting the optical interaction X,

ith die transformation c(z) -f7c(t)e ~dt. Eqs. (2-6ii~b) become

(z +s r1 /2)c 1 (z) - cj(0)-iVc-i (z # ki2 1 ) .(2 - 20a) ,.

Cz + r,/2)c (1)(z) = c2 ()-iV c~'(z i i (2 - 20b)

tere the poles are

1 12 1/2Z'(1) -.4~ -(r. ') + +ti2 +I(r-r,) -4 IV 1 (2 - 21b)

I c1.2(0) specify the initial conditions at t-0. Equations (2-20) yield

c1( - ) -(z + r,/2)c, (0)-ivc,(0)

C.,(Z) - z-ia-,1 + r1 /2)c.(0)-iV C1(0) (-2

(z-zi)(Z-Z.,)
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The two packets corresponding to the 1-3 and 2-3 transitions generate a field amplitude signal

E,(z.t) ( [E 13(zt) + E23 (z.t)]e t
- + c.c. (2 - 12) ,7.

-'

which obeys Maxwell's wave equation

" -21rikN~ij < < p..(t) > >  (ij =13,23) (2 -13)

a . -

for an optically thin sample of length L. Here, the slowly varying part pij. of the density matrix

-~ cicj is defined by

pij(zt) p pij(t)ei(t), (ij = 13,23) (2- 14)

and N is the Pr3  atomic number density. Because we are interested in steady-state solutions of

(2-6), the inner bracket of (2-13) performs the average

<ij(t) > K pij(t - to)dt o  (2- 15)

over all times to that Pr3 + ions enter the absorbing levels i or j and thus commence absorbing laser

light. The constant K is the rate that ions enter the absorbing state, due either to optical spontaneous

emission or other forms of relaxation.

The outer bracket of (2-13) performs the average

< Pij(A) > I = G(A)pj(A)dA (2 - 16)

over the Pr3  inhomogeneous lineshape function

G(a) . (2- 17)

which is assumed to be Gaussian with J.=±9+wI32+a corresponding to (2-10) or (2-11).



4

The rotating wave approximation has been applied; the zero order eigenenergies are

< - i and -q .i-.i; (2-7) -

the Rabi frequencies for the 1-3 and 2-3 transitions are

x, - j. 13EO/A < 1 1Y, 3 > I/if

X2 *ME/A < I 2I 0 3 >I/A; (2- 8)

and the diagonal damping rates are given by

-- Irj < <jI dIj > (2 -9)

Furthermore, the tuning parameter

A -9 + ,3 + a for w 3 >w,>j (2 - 10)

where a is the shift in the Pr3+ transition frequency w32~ due to an inhomogeneity in the local

crystalline Stark field. When the energy levels of Fig. 4 are inverted, the counter rotating field

component is resonant and (2-10) becomes

+ ~2w 3 2 + afor w2>w 1 aw3 (2- )

and we replace in (2-6) e~' by e .

A set of equations itmilar to (2-6) is obtained for the transition 1-3 by the index interchange

1 -- a.* We see that the three wave equations of motion offer a simplification over the nine equations

of motion arising :n a density matrix treatment, but some generality is lost due to the absence of

damping in the iff-daagoinal term.

--NANA
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also contains an electronic component X.~, a damping term Xd and the optical interaction

- -.E(Z't) (2 -4)

where is the induced dipole and we assume that

X,>> (2 -5)

We further assume that the two transitions 1-3 and 2-3 are strongly inhomogeneously (

broadened. Because of the perturbation X,,, the two transitions are split, the minimum spacing being

2 IV Ias suggested in Fig. 4. Because of the inequalities (2-5) and inhomogeneous broadening, the

laser field excites one packet in the 1-3 transition and a second packet in the 2-3 transition. Hence.

a single packet is not excited simultaneously in both transitions as in a double resonance experiment.

This situation affords a simplification allowing the two transitions to be treated independently in first

approximation.

We seek a solution to the wave equation

iha HOs
at

of the form

44 c1(t)e ' I > + C2 (t)e ' I2 > + C3(t)eI3 13 >

Considering first the 2.3 transition, the equations of motion are

;I - -c -j- iVe"21 C2  (2 - 6a)

- r 3 . X2 i(At+kz) ( c
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hyperine parameters is discussed in Section IV. We also comment on an anomalous modulation of '- "

the anticrossing signal which appears when certain experimental conditions are satisfied, and finally.

the effect of anticrossing on optical free induction decay is discussed.

1I. THEORY OF THE AN'TICROSSING SIGNAL

In this section an expression for an optically detected anticrossing signal is derived. The

predicted signal applies to the experimental configuration of Fig. I where the intensity of a laser beam

is monitored after passing through a sample containing resonant Pr3  impurity ions in a YAIe 3 host

crystal. By application of an external dc magnetic field, certain pairs of Pr3* states approach each

other and then exhibit repulsion or anticrossing behavior (Figs. 2 and 3) due to the combined

influence of hyperfine and Zeeman interactions. As the magnetic field is swept through the

anticrossing region, the anticrossing states mix and under appropriate conditions produce a

corresponding intensity variation in the transmitted beam. We wish to show, contrary to some c
discussions.8,10.11 that anticrossings can be observed in absorption in solid state laser spectroscopy

U..

even in the linear intensity regime. While nonlinear behavior is possible also, it is not essential.

For the purpose of this discussion assume the three-level quantum system of Fig. 4 where a

laser field

E(zt) - eE 0 co (t -kz) (2-1)

resonantly excites the 1-3 or 2-3 transition and the states I 1> and 1 2> anticross due to the

perturbative interaction X, the matrix element being

V - < lY,12>/ . (2-2)

The detailed form of this interaction will be considered in Section II. The total Pr3  Hamiltonian

Yi-)(,+ v+d (2- 3)

,- I

.- ,.".".". ." ". ,". ,,.. .. " " """ " ."" . ". '. -" "'", '',.'''.'. " " '" " .", ';" °' " " "," ", "'" " "' '" '""" " '- -"



1. INTRODUCTION

The related phenomena of level crossing and anticrossing have proved to be important

spectroscopic techniques in atomic physics and constitute an area which predates both optical pumpi

and lasers. In level crossing, the resonance fluorescence of a suitable pair of degenerate Zeeman

levels exhibits spatial interference as an external magnetic field is slowly swept through zero field

(Hanle effect) l or a crossing at nonzero field.2 In anticrossing,3.4 a pair of excited Zeeman levels are

subject to a small static interaction, and when an applied magnetic field is swept, the levels first

approach and then repel each other rather than cross, causing the emission intensity to vary.

Most level crossings5 and anticrossings 6 are detected in spontaneous emission although some

absorption studies in atoms and molecules have now been performed using laser sources. The signals

can then show both a linear or noalnear7"1 1 dependence on laser intensity. A recent example is the

optical Hanle effect,1 2 a light shift-induced zero field level crossing.

With few exceptions, optical measurements of level crossings and anticrossings in solids are

almost nonexistent. One exception is the photon echo study of ruby1 3 which reveals a remarkable

variation in the decay behavior when the Zeeman levels are tuned through a level crossing region. A

related case is the detection of anticrossings and cross relaxation effects in molecular crystals of•

photo-excited triplet states using microwave spectroscopy 14

In this article, we apply the level anticrossing technique to solid state laser spectroscopy,

choosing the impurity ion crystal Pr3 :YA1O 3 as an example. Several anticrossing signals are observed
by linear absorption for the Pr3 ' zero phonon transition 3H4(r,)-ID2(r1 ) where both ground and

excited state anticrosaings appear. In Section 11, we derive an expression for the anticrossing linear

absorption signal of a transition subject to strong inhomogeneous broadening. In Section II1, the

detailed form of the 14 1Pr nuclear quadrupole and Zeeman interactions, which give rise to anticrossing,

is treated by a numerical diagonalization routine. The utility of anticrossings in determining solid state

- - - - •  5*~
.. ~ ~ ~ ~. .. SI IM M mlI
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RJ3073 (38119) 3/5/81
Physics

ANTICROSSINGS IN SOLID STATE LASER SPECTROSCOPY*

A. Wokaun", S. C. Rand', R. G. DeVoe and R. G. Brewer

IBM Research Laboratory
San Jose, California 95193

ABSTRACT: We report the first observation of anticrossings in solid state laser spectroscopy.

Measurements are performed on the 61051 zero phonon transition 3 H4 (r1 ).--tD2 (r l) of Pr3 + in a

YA1O 3 crystal at 20 K where both ground and excited state anticrossings appear. A perturbation

theory of the anticrossing signal is derived from the wave equations of motion for a three-level

quantum system subject to a static interaction V between two neighboring levels (I and 2) while a

laser field resonantly excites the inhomogeneously broadened 2.4-e transition. Ground and excited

state gyromagnetic ratios yi(i-X,Y,Z) and the interactions V are obtained by fitting the observed

anticrossings to a diagonalized hyperfine-spin Hamiltonian for 14 1Pr 3* which includes second-order

ligand field corrections in terms containing the electron orbital angular momentum. Under certain

conditions, one anticrossing signal develops into a strongly modulated oscillation with a period of

-20 gauss, an unexpected feature which appears to be a nonlinear optical coherence effect. The

influence of anticrossing state mixing on optical free induction decay observations is discussed also.

*Work supported in part by the U. S. Office of Naval Research

"Present Address: Bell Telephone Laboratories, Holmdel, New Jersey 07733

**Present Address: Department of Physics, Stanford University, Stanford, California 94305
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Figure 8. Semi-log plot of the FID signal versus time showing the experimental data: 0 and the
Monte Carlo calculation in terms of the out-of-phase A: < vsin9p and the in-phase
0* < ucosp components of the Bloch vector where xw3 kHz. The solid line corresponds to a
dephasing time I/y - 15.8 ja sec (linewidth: 10. 1 k~z). K
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Figure 7. The optical limnshape function of Pr3+ during hole burning showing near Lorenztian
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components of the Bloch vector.
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Figure S. The Pr3+ optical linewidth (y /ir FWHM) versus the 141pr magnetic momnent IL
in units of ILHz/G showing the linewidtA1 reduction due to a frozen core where T=50 gtsec.
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"By the inverse transform c(t) -i + e c(z)dz , (2-22) reduces to the first order solutions

2(i a-i r -

c M e [z + [ 2i2)c(O)-iVcz(O)1 ez t

-(Z 2 + r 2/2)c(O)-iVc 2 ()]ez2'1 , (2 - 23a)

c2 )(t) t - {[(rl/2 + z1 -i,, 21 )c2 (O)-iV'ct(O)ezlt
ZR -Z 2

-[(r,/2 + z2 -iW 21 )c 2 (O)-iV'c1 (O)]ez t} (2 - 23b)

qE

The above derivation simplifies somewhat with the realistic assumption that

rI  r2 -r.

The poles then become

"z1) - __ 2 + (il v 2+4iV 12) (2-24)+2 2

and (2-23) assumes the form

S(t) e me" + -1 (2 - 25a)zi -2

S) (t) (pe z t + qeZ2t) (2 - 25b)

where m - act(O)-vc2(O) a n - - bc1(O) + Vc2(O)

p- -(Vc 1 (0) + bc2 (O)), q Vc 1 (O) + ac.,(O)

S(w2 + VwI+4V1 V b 22 +V 4IVI (2-26)
2 2

Note that the wavefunctions (2-23) agree identically with Wieder and Eck 4 who derived the transition

probability for the case of spontaneous emission of the anticrossing levels I and 2.

.. . .. . .. .... ..... ' .. ". *..' .- ... *..' . .' ' ' '."..' .' .,..'..' .'.,.. .'.;.
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We treat the case of absorption for inhomogeneously broadened transitions by formally

integrating (2-6c), obtaining the second order result

(2) - (2) + t U')(ia+r 3/2)'dt' (2 - 27) V

i Mr - rt/2 ~c () ixjc2 ej)

in terms of the first order solution c2)(t). Substituting (2-25b) into (2-27) allows us to evaluate the

bilinear product

c3 (t)c;(t) - P 32 (t) -P3 2 (t)e( t- k ) (2 - 28)

and the superscripts are now dropped. Performing the time average (2.15) of the slowly varying

component P3 2 , we obtain

p"__P p q

q p+ q q'

i + F3/2 +Z2  -ia-r 3 /2 + zo -ia-r 3/2 + z'2

+ 1 ( PP + pq
iA+r 3/2+ Z z +z"-

:" p iq qq",.+ ( + (2-29)

u + F3/2 + 2 ZI+ -2  Z., + )

where it is assumed that the coherent preparation terms c3 (0)c;(O) - 0 and C3 (0)c1 (0) - 0.

To average (2-29) over the inhomogeneous lineshape, we apply (2-16) evaluating the integrals

- by contour integration under the assumption that the Gaussian is slowly varying and can be factored

outside the integral when a>>v 41 V p2. Consider first that the three states are ordered in

S-" . . ""u - ' '.. .... *V*. "'~%***.. -... . . . . . .i
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energy according to (2-1 1) so that the decay rates of lower and upper states satisfy r 3<r. Then the

poles of 1/(iA+r 3/2+zt, 2) in (2-29) reside in the lower half plane (lhp) while the remaining poles lie .

in the upper half plane (uhp). When the level structure is inverted satisfying (2-10), we similarly ..

assume that r < r 3 and then all poles are in the uhp. !n either case, we find that ..

~ -> "'x2G( 1 W32 1 -P.)K: ..
< < P32(t) >to > 2( +2(c21 +4jVV12)

V 22 22C2 2 2 22r '(0)-C(0)]-[2l v 2c,(0) + (W2 + 21 V )()j/r [c2( )c2 30)
'21 + F2(2-30)

For the 1-4 transition, the quantity < < p 31 (t) > to) > 1 is derived from (2-30) by the index .

interchange I ....

A trivial integration of (2-13) for both transitions, 1-4 and 2.4, yields the linear absorption

anticrossing signal (2-19),

2c 2 2 2("-
i- - 2f 2kNLAGK 1 (O) 1 r O2 r

2 e)
2 V 2 2 2:ii''

+ 24 + 2 +41V1 2 (X-X2)(c2O(0) CIO)) (2-31)

where it is assumed that G( I W321 -U)-G( I W31 1 -)nG. As the level splitting w2 1 is tuned, the first

term of (2-31) remains invariant and provides a constant background signal whereas the second term

displays anticrossing behavior in the form of a Lorenztian [ineshape of angular linewidth

A1/2 V I"1V 2 
. (2 - 32)

- ; .'...'-* ..
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We now see that the anticrossing signal vanishes when either the dipole matrix elements or the *"

population difference of the anticrossing states satisfy

2 2 2 2
X1-X 0 or c (0)-c M-0. (2 - 33)

This occurs even though the wavefunction admixture of the anticrossing states varies as w21 is tuned

because the gain of light intensity in one transition is just lost by the other. However, linear

absorption anticrossing signals can be detected in systems such as Pr3 :LaF 3 or Pr3 :YAIO 3 due to
2 2

the fact that (2-33) is often violated, i.e., X1#X2 and optical pumping redistributes the population

among the Zeeman substrates so that C2 (0)60c 1 (0). This conclusion seems to disagree with earlier

work which states that linear absorption anticrossing signals vanish for inhomogeneously broadened

transitions. 8.10 1 1

In contrast to anticrossing signals detected by spontaneous emission, the absorption signal

predicted by (2-31) is equally valid for anticrossings in lower and upper transition states, consistent

with (2-10) and (2-11).

In addition, the anticrossing term goes to zero in the limit V-.O, and therefore, (2-31) does not

.' apiy to level crossing which requires that V-O. This result is expected since (2-3 1) fails when

4 Vi 2<1r2 as then the two transitions 1- 3 and 2--3 are coupled and cannot be treated separately.

IMI. HAMLTONIAN: ZEEMAN AND QUADRUPOLE INTERACTIONS

To predict the magnetic field dependence of anticrossings of Pr 3 ,:YAIO 3 in the 3H4(rl) and

ID2(r 1 ) states, it is necessary to diagonalize the Hamiltonian 16 . 17

' - gPB.J + aJ.l-gNlNB.I + PI,,- l.[(I + 1) + - - 1)

* which we treat as a perturbation on the ligand field interaction. 72e first term describes the Zeeman

interaction of a Pr3  ion with angular momentum JRi; the second term is the magnetic hyperfine

i4

,, ".. . . ..

. - - . .- . - . . - . - ." . ' ' .' ' -. " .,.' .. " ':.-." ' " '." .",. '""""',"''"""", "" . ''., -- -'-,..- '' ,,,'
" :," - d',;,; .- l:. lls,,llm d- .u l . n- l lnl I I i
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interaction of 14 1Pr with nuclear angular momentum lIf where 1=5/2, and the third term is the nuclear

Zeeman interaction. The remaining terms are the nuclear electric quadrupole interaction where P is

the quadrupole coupling constant and the asymmetry parameter -q = (VXIXI-VyOY#)/VzIzI is given in

terms of the diagonal tensor components of the electric field gradient at the nucleus in the principal -

axis system (X',Y',Z').

Following Teplov, 16 we expand (3-1) in the principal axis system (X,Y,Z) of a

pseudo-quadrupole tensor A.., defined below, so that

I gP(B1J1) + aj(JfIt)-gN13 N(BjI1 )}
imx.Yz

and derive the second order cigenenergy correction

W(2) I <nj X 10> 1 ( 3

where O > and <n Irepresent the lowest state and an excited state of a crystal field Stark split

manifold. The only nonvanishing matrix elements of (3-3) are those involving the electron angular

momentum operators Jxy~ which appear in the first two terms of (3-2). We thus obtain

(2) 2W~2  [2gp(B1I1) + (gj3B 1) /a3 + aj11 Ai (3 - 4)
imX.Y,Z

where only the diagonal tensors

2
Ati a11 <0I31 n> 1( -5

.f* -A
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survive in the principal axis system (XYZ). n Eq. (3-4), the first term is a linear Zeeman term which

produces an enhanced 141Pr nuclear Mapietism, 16 .17 and the second term is the quadratic Zeeman

effect or Van Vleck paramagixsm. The third term is a pseudo-quadrupole interaction1 6 .17 that can

be cast in the form

- ajIjA1A - Da[Ij±LI(I + 1)] #E 3 (1- -I.) (3 - 6a)

where

Da aj((Axrx + Ayy)/2 - Auz] (3 - 65b)

Ea L(AyyAXX) (3- 6c)

Teplov's Hamiltonian assumes that the Pr3 ion is in a crystal field of orthorhombic symmetry.

This symmetry is sufficiently high that all tensors, such as the pseudo-quadrupole tensor Aj and the

field gradient tensor Vjj, can be diagonalized in the same prinipal axis system, making the above

coordinate systems (XYZ) and (XY'ue) coincident. For the case of Pr3 :YAlO 3 , the site symmetry

C1 is lower, and rigorously it is no longer always possible to diagonalixe Ai and Vi. in the same

coordinate system. This can be seen by first selecting a coordinate system (XYZ) for the C

symmetry adapted wavefunctionsis

i x aj 1 IJ- >

Izeven

js~r - Iodd a~JJ

wich is coincident with that of the principal axis (X'YZ) of the field gradient tensor Vii. Here,

I JJ.Z> is the spherical harmonic Yjz. Now off-diagonal terms Aij appear in (3-4) because the

coefficients are, which are unknown for Pr3  YA1O 3 , are not restricted by symmetry. Of course,

%o.-oO

D, a.(A +Ay4/2- A7. (3- 6) ..- .
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when the coordinates (XYZ) are selected so that Aij is diagonal, we recover (3-4) but then (XYZ) and

(XY'Z') are no longer coincident. The reflection operation of Clh only specifies that the coordinate

systems (XYZ) and (XY'Z') be coincident in one principal axis while the other two axes are related

by a rotation.

A simplification results, however, when we recognize that the Pr 3  pseudo-quadrupole moment

is expected to be larger than the pure quadrupole moment, I D, I >> I P I. Then, the Aii tensor is

dominant and with little error we can assume that (XYZ) and (X'Y'Z') are coincident. This

approximation is well satisfied by the Pr3+ ground state 3H4 (rF) and less so by the excited state

ID2(rl). The additional question of the relative orientation of the A tensor in the two states 3H4(A1 )

and ID2(AI) is discussed in Section IV.

With (3-4) and (3-6), Eq. (3-1) becomes

X -A y1B1I + D[I- I(I + 1)] + E(1 2 1) + (gfBi) 2Au/a 1  (3 - 7a)
i-NX.Y.Z i=X.Y.Z

where

i (gNPN + 2g#Ati)/h, (3 - 7b)

D - Da + P, (3- 7c)

E, E + 3P7. (3 - 7d)
3

Note that the g values as defined in (3-1) are positive and that the term 2gPAjj of (3-7b) appears with

a plus sig, in agreement with Bleaney'1 but not Teplov16 or Erickson.19 Since the hyper ine constant

for i41Pr3+ is positive, a3-+1093 MHz, 17 if follows that Aji>0 and the enhancement of yN in (3-7b)

is positive.

,,....-....-....-,.... ... .:.. , .. ,-....... . ..-.-..-,.-,-......-....-.-.-.-....--....-.... ~..... .... ;-~* ,.- ~.-.- - ,-.* '.,* *-*-': '.
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Considering only the linear Zeeinan and quadrupole terms of (3-6a). we rewrite the components

of the field B in polar coordinates and obtain

X "  Bo0 [(yXI X sin 9 cos 0 + yyly sin 9 sino + VtZIZ cos 9]

+D[12- I W+ )1 + E(I2-1y)2 (3 - 8)

The diagonaization of the 6x6 energy matrix 3rising from (3-8) assumes that the axis of quantization

is along the principal Z axis and the operation

defines the 14 1 Pr nuclear spin eigenvalue m. The off-diagonal matrix elements of (3-8) are generated

by

Ix - (I+ + I_)

ly I (1 -1)

where

< me 11.m > R[ITm)(lim + 01]
1/2 .

The quadratic terms are given by

< 'lIIIm > < m IIr> < m"il 1 m> (i-X,Y,Z)

where m',-m for Iz and m'-mm:±2 for IX..

The results of this numerical calculation are shown in Fig.s 2, 3 and 5 and Tables I and I.

,-'.

U- **,' U ,
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IV. DETECTION OF ATICROSSINGS

A. Experimental Technique

Anticrossings are monitored with the experimental arrangement of Fig. I which assumes the

YAIO 3 crystal geometry of Fig. 6. The beam of a single mode cw ring dye laser propagates along the

c axis of a crystal of 0.1% Pr3 :YAIO 3 , immersed in liquid Helium at 1.80 K, and thereby resonantly

excites the Pr 3+ transition 3H4(rl).*JD2(r l ) at a wavelength of 610.5 nm. The laser field is

polarized parallel to the crystal a axis, is focussed slightly within the sample to a 200 micron diameter,

and has a power in the range 10 to 80 mW. When an external dc magnetic field is applied to the

crystal along the b axis and is slowly swept through an anticrossing, in the region 0 to 2 kilogauss, the

intensity of the transmitted beam changes. The magnitude of this change is typically 0. 1% and is

detected with a PIN diode (EGG-SGD160) using phase sensitive detection. For this purpose, the

magnetic field is modulated sinusoidally in the range 8 to 25 gauss peak to peak at a frequency of a

few kiloHertz, and the anticrossing signals are displayed as a derivative lineshape on an X-Y chart

recorder. Signals in quadrature were too small to be detected.

The space group of YAIO3 is D16 2h-Pbnm and has an orthorhombic unit cell. 20 The yttrium

ions are located in two inequivalent sites, and the praseodymium ion substitutes for yttrium, retaining

the original Clh site symmetry. The crystal was cut and polished in the form of a platelet with

dimensions 5 x S x 1.1 mm3 parallel to the crystal axes a:b:c. X-ray patterns confirm that the crystal

axes are parallel to the faces as in Fig. 6 to an uncertainty of one degree. The crystal can be oriented

in either of two orthogonal rotations, through the angles y or a of Fig. 6, allowing the fixed Zeeman

field to make various angles with the crystal axes. In this way, the angular dependence of the

magnetic field position of the anticrossing signal can be determined and compared with theory.

The de magnet (Varian V-4005) was calibrated with a Hall probe (Bell 640) which in turn was

calibrated with a reference magnetic (Varian 2100) locked to the proton NMR resonance at 23 MHz.

In the range of these measurements, 0 to 2000 gauss, the field is known to an uncertainty of 1%.

- ', . .- :. .. . . .. ., ......... ,. .. .. ..,, t..- , , . ,-,-. .. . . .-.....
, .,: :.., .f,._.,. . .......... t....: ,.. .. ,.. . .... ,, :.;, ,,.,f .,: .-.,,. .,,,,,., , .
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As noted previously for the case of Pr3 ':LaF 3, optical pumping depletes the population of the

hyperfine packets which absorb laser light and reduces the signal to riondetectable levels21, 2 As in

the past.2 1.22 we sweep the laser frequency slowly at - 16 NfHz/msec so that the optical pumping

process is partially reversed and a sizable population is maintained.

Anticrossings were also detected in Pr~l:LaF3 but were not studied in the same detail as

Pr3+:YAlO3.

B. Observations and Results

Figure 7(b) is an example of anticrossings observed in Pr3 :YAO 3 for the case a-O* and

-y=00 where the signals appear as derivative lineshapes with an intensity that'varies approximately

linearly with laser intensit. The first signal, labeled "a", is a zero-field level crossing and as the

magnetic field increases, four anticrossings appear labeled b, c, d and e. These five signals are in ,

perfect agreement with the number predicted by the diagonalization calculations shown in Fig. 2 for

3w14(ri) and in Fig. 3 for 1D2 (r1 ) where the features are labeled in the same way as in Fig. 7. The

calculations assume the hyperfine parameters of Table I and allow us to identify that the b

anticrossiti ) cCurs in the ID2(r1 ) excited state while the c, d and e anticrossings occur in the 3 H4 (r1 )

ground state. The characteristics of these anticrossings are summarized in Table HI which gives the

position of the anticrossing line, the Unewidth, and the calculated minimum level spacing at the

anticrossing, expressed by a parameter 2 IV I.Note that since the exact diagorialization involves all

states, V cannot be correlated rigorously with a matri element just between two states as in

Eq. (2.2).

The fact that the interaction V is nonzero (Table 11) proves that features b through e are all

anticrossinps, iLe.. as a pair of levels approach each other, they ultimately repel one another rather

than cross. Group theoretical arguments also predict this behavior. Since the symmetry of a general

* . ..
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electric field gradient tensor (,I0) is D2h and the symmetry of the Zeeman interaction is the one

dimensional rotation group SU(1). the symmetry of the combined interaction is
b." -.

(C 2 if magnetic field is along a principal axisD2hn C.-
IfE} otherwise.

Tie group fE} possesses no symmetry element beyond the identity operation so that all functions

transform identically according to one irreducible representation and all basis states can mix or give

rise to anticrossings. This is a manifestation of the non-crossing rule where states of the same

symmetry do not cross. For the experiments reported here, only anticrossings are expected since the

field never lies along a principal axis. Should the magnetic field lie along a principal axis, then the

rotation operation R,(#) rn>-e-* I m> for C2 symmetry (O mr) yields two groups of states

11 5/2>, 1 1/2>, 1 -3/2>1 and { -5/2>, 1-1/2>, 1 3/2>} which transform according to different

irreducible representations. For this case, two eigenstates derived from the same group can anticross

while two eigenstates derived from the two different symmetry groups can cross.

The tuning behavior of the anticrossing is dominated by the 7z term in the Hamiltonian since it

gives rise to a first order Zeeman effect. The yX and 7y terms, which we consider later, produce a

mail second order Zeeman effect for fields 0 to 2000 gauss, and while these terms broaden the

anticrossing line, they do not result in a noticeable shift of line center. The magnitude of 7z is

determined from calculations, as shown in Fig. 5, which reproduce the observed line centers listed in

Table I. For the 3H4(r 1) state, the calculation assumes Erickson's values 19 of the quadrupole

parameters D and E and his determination that the principal z axis of the quadrupole tensor lies in the

crystal a-b plane and at an angle P-±56.50* to the b axis (Fig. 6). It follows that for Clh site

symmetry the principal X(Y) axis also lies in the a-b plane while the Y(X) axis is perpendicular to it. "-

The resulting value 7z/ 2 r-1.910±0.l0 kHz/G agrees well with Erickson's low field corrected

value 19, ' 11.7±0.04 kHz/G. The precision of our fit, as indicated in Table 1I, is uncertain by about

-V.....



D.2% but the absolute error is of the order of :± 1% due largely to the limiting signal to noise ratio . -.

ind the uncertainty in the magnetic field.

The anticrossings also shift in a predictable manner when the YA1O 3 crystal is rotated about the

i axis through the angle a or ai--3ut the c axis through the angle - (see Fig. 6). The anguiar

lependence further corroborates the validity of the diagonalization routine, the choice of parameters.

kad the existence of two inequivalent Pr3+ sites. Figure 7(a) shows the pronounced effect of a small

vtation of y=0.9* (a-0*) on the sharp 3H4(r) anticrossing c which lies on top of the broader d

inticrossing. This feature which is initially at 536.SG when y=00 , splits into two components at 524

iad 55OG corresponding to ,he two inequivalent Pr 3 + sites indicated in Fig. 6. Table II shows that

he calculations agree identically with these results.

In Fig. (8), the rotation angle a is varied (y-0 0 ) where the observed anticrossing positions

igree reasonably well with theory. When a becomes sufficiently large, the calculations reveal that the

mticrossings are no longer distinct at vhich point signals cannot be detected.

For the ID2 (r ) state, the orientation of the principal axis system is unknown although Ch1'

ymmetry dictates that one principal axis must be perpendicular to a plane of symmetry, the a-b plane.

'he a rotation pattern of Fig. 8 shows that the ID2 anticrossing b changes position very slowly with

ngle as do the 3 H4 anticrossings c and e and can be fit approximately with the 3 H4 principal axis

vstem indicated in Fig. 6. A more critical test is the 7 rotation pattern where a-0. We find that ":

e b anticrossing splits into pairs of lines as follows: 200G(y-0 0 ), 240.170G(y,-10 0 ), and

1.160G(-t=20*). This case can be fit if the principal axis Z lies in the crystal a-b plane as shown in

ig. 6 but O-±400, instead of t56.500, and z(ID2)/2r,2.5 kHz/G. The two-fold symmetry of

m two inequivalent sites is required by the YAIO 3 crystal symmetry since one yttrium site can be

ansformed into the other by a glide plane.

. . . . . . . . . . . . .•. . . . . . . ., . , .,' ' ' ' .. ' . -.. . ,"."."." . .,. ' "i
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In Table 1, we note that the only splitting factor that is significantly enhanced is yZQ3H 4) as

2/r . 2 (4-1)

bEqain(-1prdcsta the anticrossing linescente is determined by of the anulrornwit

- v"T(4- 1)

(1 D2 )-5the ani0rssn ie 9ender(isHdeterminecby 4 Onte wndelrs hh linewidth shudb

fubencteied by the tatic !X n y n h interaction V sIc ioezinliehpsae.suallyabroadenednbyudynamic

)acinesse fohsi teThe Haitnanse 3.es ihte eectlinprocess. Antos the manei aied is

vep thrug thbe Haeticrosng rfeginte degreJie f min of>>2hr the ppuilsatesn cha ads

)nsequently the transition probability for optical excitation changes correspondingly. Since the

ixing process is confined to the region I V I, the optical response is also.

2 2

A fit of the linewidth is achieved by replacing (w.21 + 41I V I )in (4-1) by the square of the C

jenenergy derived from the diagonalization routine and by varying the parameters 'Y and "ty.

deed, this fit yields the minimum level spacing parameter I V I given in Table 11. Since the

adrupole parameter E-0. it follows from (3-5) and (3-6c) that yx--yy* The resulting -t and yy

lues are given in Table I and the interactions I V I /v in Table 11. The calculated peak to peak

rivative linewidths for the b, d and e anticrossings are 46. 100 and 52G, respectively. The

reement with the observed widths is only suggestive. Instrumental limitations, such as the rf
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eric field modulation of 8 to 25G, appear to mask the width of the narrow c anticrossing - .

/r-9.2 kHz) and the zero field level crossing (I V I /br-0), feature a, which cannot be

ined by the I V or r terms in (4-1). Laser frequency jitter should have no effect on the

idth measurements, and indeed, the anticrossing linewidths were unaffected by laser frequency

19.

.nomalous Wiggle Effect

In the region of the c and d anticrossings, an unexpected oscillation (Fig. 9) occurs when

n conditions are satisfied. First, the laser power must exceed 20 mW, and second, the laser

ency sweep rate must be at least 250 MHz/msec corresponding to a ±85 MHz sweep at a

ition rate of 1.5 kHz or higher. The period of oscillation is about 20 gauss and remains invariant

inges in laser power or sweep rate. However, the amplitude of oscillation is remarkably affected

ng a quadratic dependence on laser intensity and a vanishing amplitude when the sweep rate falls ".-

0.75 kHz.

The 20 gauss interval appears to be unrelated to hyperfine or superhyperfine splittings or Rabi

ktions and is probaby a nonlinear coherence phenomenon. Since the ID2 (r) radiative lifetime is

msec 19 and the hyperfine splittings are of the order of a few megaHertz, the laser frequency

is large enough and fast enough to coherently prepare packets of three-level quantum systems

4). Thus, the theory of Section II does not apply. The dynamics of coherent two-photon

ises in three-level quantum systems has been investigated previously2. for cartain cases and

its a quantum beat effect 26 which produces two sidebands shifted by the 1-2 level spacing

I. However, this is not an oscillation and the physical origin of these anticrossing oscillations

is mysterious.



7 RD-R154 788 NONLINEAR PECTROSCOPY(U) IBM RESEARCH LAB SAN JOSE CA 4 N
I R G BRENER 20 MAR 85 N@@914-78-C-0246

UNCLASSIFIED F/G 20/6 NLEEEE0hEhhhII
ElllEllEllllEI
E/EEl/EEE/I//E
EIEIIIIIIIII
ElEElhElhlhlhI
I.EIIIIIIIIIhIu
lnl////lII



SI

16 Q

IIIII usa
Li L2Ja

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF S1ANOARDS-1963-A



21

D. Optical Free Induction Decay

Compaan et al. 3 have reported that the photon echo decay rate of the Cr 3  ion in ruby

undergoes dramatic changes in the region of a level crossing. The effect is due to the mixing of Cr

spin states which modifies its dipolar interaction with the surrounding Al nuclei. We were tempted,

therefore, to see if the Pr3+:YAO 3 system exhibits a similar behavior in an anticrossing particularly

since the anticrossing curves (Figs. 2 and 3) can exhibit a near zero slope causing the Pr3  magnetic

moment and its magnetic interactions to vanish.

Optical "free induction decay (FID) measurements were conducted using the method of laser

frequency switching a cw ring dye laser that is frequency-locked to an external reference cavity. 22

For nonzero fields either on or off an anticrossing, the optical dephasing time is T2 =76 psec,

corresponding to a 2.1 kHz HWHM linewidth. Using the same experimental set-up and a two-pulse

laser frequency switching sequence- with optical heterodyne detection, we find that the photon echo

yields precisely the same dephasing time as the FID, to within a few percent uncertainty, in contrast to

a previous report 27 which asserts that echoes and FED give different results. The absence of a change

in the decay rate due to anticrossing has two possible explanations. First, the FID signal arises from

all possible optical transitions among the Zeeman substates whereas an anticrossing only involves one

pair. This is a dilution effect. And second, the residual linewidth of 2.1 kHz might not be magnetic

in origin. At present, it is not possible to decide which explanation prevails.
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Table 1. Hyperfine Parameters of Pi3 :YA1O 2 for 3H4 (ri) and 1D2(r 1) 1.

3H,(ri) D2(r1 )
ID ( z)3.5255±0.00060 .89O05

E I(MHz) 0.032±0.0080 0.0824±0.00400

YZ/2r(kHz/G) 11.910±0.10 2.50±0.5

(-y-mTx)/2u(kHz/G) 1.75 ±0.75 2.0±1.0

OL. E. Erickson, Pbys. Rev. B 19. 4412 (1979).

XC
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Table IL. Anticrossing Position, Linewidth and IV Iof the pr3 *:YA1O 3

Transition 3H4(r1 ).-JD2(r1 )

Observed
Angles Field (gauss) Linewidthl

Anticrossing State a,-t(deg) observed calc'd (gauss) IV I/ir(kHz)

a234D2 0,0 0 0 50 0u

b 1D2  0,0 200 200 80 195

c 340,0 536.5 536.5 10 9.2

009 1550 1550 17.8,

d 3H4  0,0 535 530 105 866

e 3H4  0,0 1073 1073 120 442

* 1. Peak to peak values of derivative lineshape. Due to the field modulation. anticrossings a. b, d'

and e are broadened by -250 while c is broadened by -8G.

2. This is a zero field level crossing rather than an anticrossing.

*3. Because of the -y rotation, two anticrossings appear corresponding to the two inequivalent Pr3+

sites.

I
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FIGURE CAPTIONS

Figure 1. Schematic of the experimental arrangement for detecting anticrossings. "-

Figure 2. A computer diagonalization of the 1 4 1 Pr 3  Zeeman-hyperfine Hamiltonian, Eq. (3-8),

showing the ground state 3 H4 (r 1) zero-field level crossings (a) and anticrossings (c, d and e).

The parameters of Table I are utilized.

Figure 3. A computer diagonalization of the 141Pr 3 + Zeeman-hyperfine Hamiltonian, Eq. (3-8),

showing the excited state 1D2(rF) zero-field level crossings (a) and the anticrossing (b).

(2 Figure 4. Levels 1 and 2 exhibit anticrossing due to the interaction V where W21 is the

level-splitting in the absence of an interaction (V=0). A light wave of frequency 9 resonantly

excites the 2-3 transition and thus monitors the anticrossing tuning behavior as the magnetic

field is swept. The quantities W2 1 , V and 1 are in angular units.

Figure 5. Blow-ups of the anticrossings (b, c and e) of Figs. 2 and 3 where the gap spacing or

interaction [ V I, listed in Table U, is more clearly shown. The anticrossing (c) shows a

Lorenztian lineshape signal in derivative form which is derived from (4-1); the peak to peak

linewidth of -0.4 gauss, which utilizes the parameters of Table I. does not explain the observed

width of -10 gauss as discussed in the text.

Figure 6. In Zeeman studies, the YAIO 3 crystal is rotated either about the c axis through the

angle y or about the a axis through the angle ,. When the angles a-0 0 and -y-0 , the magnetic

• . ..... ~~...-............-.... .....:.................................... .............................- ...-... .. .-. -,-..-' ........ , ._
• *" . e . ... 4-*.-S...* .* . . ° - b.- .. * ...** . . .. .



field B0 b axis and the laser beam propagates parallel to the c axis. For the 3H4 (r 1 ) state,
P8-56.50 , and for the ID2( tr) state, (3-40a where the principal nuclear Z axes of the two

inequivalent Pr 3  sites lie in the a-b plane. I

Figure 7. Lower trace: Observed zero-field level crossing and anticrossings of 0.1%

Pr3*:YAO 3 at 2*K where the rotation angles are a-0a, y-0O . Upper trace: The sharp

anticrossing c which rides on the broaddr d anticrossing splits into two well-resolved anticrossings H.

when a-0 0 , Y-0.9* (See Table II). The scale is in kilogauss.

Figure 8. Zeeman rotation pattern for the anticrossings (b, c and e) where the angle a is varied

and -0 0O.

Figure 9. The anomalous modulation effect in the region of anticrossings c and d. The laser

frequency is swept through :t85 MHz at a repetition rate of 1.5 kHz and the cw laser power is

80 mW.
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NEW PHENOMENA IN COHERENT OPTICAL TRANSIENTS

R. G. Brewer
R. G. Devoe
S. C. Rand
A. Schenzle
N. C. Wong
S. S. Kano
A. Wokaun

IBM Research Laboratory
San Jose, California 95193

It is often stated, and with justification, that the concepts underlying
coherent optical transient phenomena can be found in the literature of spin
transients. For example, the Bloch vector [1] description of spin echoes
(2] and free precession (3] applies equally well to photon echoes [4] and
optical free induction decay (5]. While this conclusion remains largely
true, it is not equally valid to say that the techniques are the same or to -
prophesy that the applications of optical and rf transients are identical
also. In fact, the decay channels of optically excited atoms, mole-ules
and solids usually involve a variety of interactions which contrast with
the magnetic interactions encountered in spin resonance. This is a major
distinction, one which has permitted new studies at optical frequencies.
Moreover, it is also true that some of the practioners of magnetic
resonance are beginning to learn a few lessons from quantum optics as well.
in this paper, I have selected some of the new developments which are
representative of the field of coherent optical transients.

PHENOMENA

Scientific discoveries sometimes proceed in the following stages [6]:

Prehistoric age Might have been discovered, but wasn't
Stone age Discovered, but not noticed
ice age Noticed, but not believed
Bronze age Believed, but not interesting
Iron age Wow!

am not sure where the new phenomena I wish to discuss stand, perhaps
between the bronze and iron age. They are: (1) oscillatory free induction
decay; (2) stimulated photon echo effect; and (3) molecular spin-rotation
effect.

isci Zatory Free induction .l[eca ] (71

imagine that a square pulse of coherent electromagnetic radiation of
duration T resonantly excites an inhomogeneously broadened two-level
quantum system. We ask what is the nature of the coherent emission, free
induction decay, following the pulse. it is remarkable that anything new
is to be discovered here since all coherent transient effects involve some
!=m of pulse preparation. However, analytic and numerical solutions of
the 31och equations reveal new features which are shown in Fig. 1. In
oar:icular, large amplitude oscillations appear as the pulse area XT

_-'..'''.... . ...'-'J_ ' . .. ...." ." ' .. . . '.. . . . .'.... ... .-- .L. - " . . '-""'"'.. ..
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ABSTRACT: This article reviews certain aspects of recent studies in
coherent optical transients. Included are new phenomena and applications
to the study of atomic collisions and solids.
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ri-level echo, in which counter-propagating waves are used, also occurs within the interval

T:5 t:5 ( I + max T. Theoretical 9 ,10 predictions of noncollinearly excited t-i-level echoes

also fall within the same interval.

Another exception to the theorem cited by MH is the multiple nuclear spin echoes in

solids observed by Solomon. 12 However, this spin system does not satisfy the essential

requirement of being strongly inhomogeneously broadened, and therefore has no relevance.

In conclusion, we have delineated more explicitly the limits of validity of the theorem.

The generalized form of the theorem states that an optically thin multi-level quantum system

subject to a multi-frequency radiation pulse of duration T and extreme inhomogeneous

broadening, ceases to radiate coherent emission for times longer than t - (1+ m
min

This assumes the rotating wave approximation and is valid only if all excitation fields

propagate collinearly in the same direction and there exists at most one combination of

excitation.frequencies which is resonant with a particular transition. Within these

restrictions, the number of fields, their frequencies and the pulse shape remain arbitrary. -

I o%
. 4..
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The same analysis as in SWB follows. We have

-,(,.l Amezmr (3)

where zm are the roots of the characteristic equation for the multi-level generalized Bloch

equations. In the asympcouCc ii'Mit I~ V Z the roots assume the values

lrn z. constants, ±ik1 1v2 , for all i~jpir.
IV2

The constants are simply combinations of the population relaxation races. Substitution of (3)

into (2) followed by contour integration in the upper half plane results in the condition that

for times

coherent emission for the i-j transition vanishes. Hence, all coherent emission should

terminate for times

min

where we now neglect dispersion and 3 and Qj correspond to the maximum andj

minirmumn values of the set [Q,} Note that (4) reduces to the two-level case, when

ama ai

Theoretical 9 "10 predictions of trn-level echoes prepared by uni-directional excitation

conflim the newr result. Eq. (5). Furthermore, although Eq. (5) is valid only for

umi-directionaL excitation. we note chat the observed rephasing time of the sum-frequency
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realizing that the density matrix has velocity dependent components of the form (kijvz) for

all i-j pairs. This change leads to a new result which is applicable when the excitation

frequencies are different and also when multi-photon transitions occur.

The generalized theorem in its new form is derived in the same spirit as for the

two-level case. A multi-level quantum system is assumed which is excited by a pulse of

arbitrary shape consisting of traveling wave components all propagating in the same direction

with different frequencies. The rotating wave approximation and the assumption of an

optically thin sample are maintained in addition to that of strong inhomogeneous broadening.

We further assume that for each a-photon i-j transition, there is at most one combination of

n excitation fields which is resonant, as is usually the case in an experiment. This enables us

to perform a generalized rotating frame transformation by excluding any atomic structure

which allows its energy levels to be coupled in more than one way. We denote the i-j

transition frequency by wj and the corresponding frequency of the resonant combination of

excitation fields by j- The quantities wij and Slij are elements of corresponding sets fwlm}

and I2,,} which embrace all possible transitions consistent with the fields applied. The

coherent emission at time t>T when averaged over the inhomogeneous Uneshape is given by

< POO >---)d 1  ' dtIe(%, I/Tj(t 'e)

xPi (zt),,,j(,)-i (t)l ]v (2)

where "ij is defined by (I) and where we take P(O) - 0.

I
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The subsequent discussion by SWB extends the theorem to a multi-level quantum - -

system where the eneru spacing, the number of fields and their frequencies are arbitrary.

However, we still assumed, though not explicitly stated, that all waves propagate collinearly

in the forward direction as indicated in the formal structure of Eq. (13) of SWB. Any

deviation from uni-directional excitation may result in spatial hole-burning and may lead to

the possibility of temporal rephasing of the spatial coherence created by such excitation.

This kind of rephasing occurs in the standing wave echo where the spatial coherence lasts for

times t>2T, as demonstrated both experimentally 7 and theoretically. 8 Obviously, the

theorem doesn't apply in this case because the waves are no longer uni-directionaL.

Now consider the first example of IH, the inverted-difference frequency t-i-level

echo.9 where the excitation is uni-directional, and the rephasing time satisfies t>ZT for a

suitable choice of frequencies. This example has caused us to realize that Eq. (13) of SWB

is oversimplified and, thanks to their suggestion, we now introduce a modification. The

difficulty lies in the definition of the tuning parameter

which asserts that the Doppler shift kv z is the same for all transitions i--j, m king the SWB 7]
. conclusion invalid for multi-frequency excitation.

We now replace this definition by

.- - + k(,v) ; k=2 1 c (1) " .. '/

............................ ..-......... .,. +........-.%.: .. -"%-
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Mossberg and Hartmann (MH)1 comment on a "theorem of coherent transients"

developed by Schenzle, Wong, and Brewer (SWB) 2 , citing examples which are not covered.

Objection to the theorem's applicability arises when standing waves are used or when the

excitation frequencies are different. In this comment, we further clarify the limits of validity

of our theorem.

The theorem applies to nuclear magnetic resonance (NMR) and quantum optics, and is

derived, within the rotating wave approximation, for an optically thin atomic system subject

to extreme inhomogeneous broadening and to coherent preparation by a pulsed

electromagnetic field. The initial discussion of SWB considers a fundamental problem, the

resonant excitation of a two-level quantum system by a single-frequency traveling wave pulse +%

of arbitrary shape, which is clearly defined in our Eq. (1). 2 The theorem states that when a

pulse of finite duration T (interval O<t<T) prepares a sample, the coherent emission which

follows lasts only for an additional period T (interval T:t*2T).

The validity of this theorem has already been demonstrated by experiments in the

infrared 3 and radio frequency 4 regions where the condition of strong inhomogeneous

broadening is maintained. More recently, NWM measurements by Kunitomo et al.5 confirm

that the free decay signal for an inhomogeneously broadened transition terminates precisely

at t,2T. Moreover, Kunitomo and Hashi6 observe for the same inhomogeneously broadened

system that spin locked echoes, notched echoes, and new types of spin echoes are all

confined to the time interval TStS2T. We emphasize that the theorem at this stage rests on

the following assumptions: (1) extreme inhomogeneous broadening of a two-level quantum

" """ transition, (2) excitation by a single-frequency traveling wave pulse of arbitrary shape, and

(3) the rotating wave approximation.
1

.....................................................



* Appendix -Item 15

RJL3183 (38989) 7/15/81

Physics

-~ THEOREM ON COHERENT TRANSIENTS: RESPONSE TO A COMMNT**

Axel Schenzie"
N. C. Wong
Richard G. Brewer

-~ IBM Research Laboratory
* San Jose. California 95193

* and

Department of Applied Physics
Stanford University,

*Stanford, California 94305

ABSTRACT: The limits of validity of a theorem on coherent transients are discussed with reference
* to a recent comment.

*Normally at the Department of Physics, Universitat Essen, Gesamthochschule, Essen, West Germany.

* **Work supported in part by the U.S. Office of Naval Research.

ozP



Irk.

0.45 0.50 0.55 0.60 0.65
Field (kilogauss)

Fig. 9



1600 I

1400-

1200
(e)r

1000

800

600 (c

400f-

200 . .

0
0 10 20 30 40 50 60 70

a~ (degrees)

Fig. 8



CNN

cc1



a

Laser a
Beam

Fig. 6



S..

I0.

0.4

0.5

0.1

140 152 164 176 188 200 212 224 236 248 260
Field (gauss)

3.029 (C

S3.0225

LU 3. 008

3.001

2.994
535.5 535.9 536.3 536.7 337.1 537.5

Field (gauss)

S-5.5

-6.5

1000 1030 1060 1090 1120 1150
Field (gauss)

Fig. 5



p -2

Increases, X being the .abi frequency. Physically, Rabi sidebands
in:roduced in the preparative period are preserved in the polarization
fo2lowing the pulse and give rise :c the :redic:ed ascilla:ions. The
csc4.-ation -reauencv . .'c: znstan:, but increases i4h ti-e due :o
j .n:er:arence a-ong the packers o; :he inhcmcgeneously broadened lineshape.
As the packets get out of phase, due to diferences in :heir .racuency, an
-narterance results and causes -he transient to vanish precisely at time
l , i-e., one ouse wid:h -- !1:- in; e - .tni:-a a-i d rise
Snear ci.e -:Z arises --=:= :no --r:s order -, discussed alsewheje .
Hence, there are three time scales: the initial rapid response (Z), the
period of oscillation (-!/x) and the duration of the eis9slon TvZT)
The uniueness of the phenomenon is due to a combination of nonlinear
behavior, which becomes evident at elevated intensities, and a transition
that is strongly inhomageneously broadened.

These predictions have been fully confirmed in :he radio frequency
region recently (-i. 1) [.1.0, and in the future should be readIl7
4etactable at optical frequencies as well.
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inhomogeneous lineshape, a property that can persist long after the
temporal coherence of the superposition state has vanished. Finally, the
third pulse reads out the precise phase information contained in the
modulated population of both upper and lower spin states by again
introducing a two-level coherent superposition that interferes in such a
way as to produce an echo, the stimulated echo. The new aspect of this
subject is that the frequency of the third pulse can differ from the first
two pulses, allowing either the lower or upper initial spin states to
participate in a second transition which similarly produces a stimulated
echo £11,121. Thus, population relaxation, which washes out the modulation
pattern, can be examined selectively in either initial spin state - a point
not realized in the MM literature. The recent optical studies in gases
£111 and solids (12] support these conclusions. In some solids at liquid
helium temperature, for example, the ground state population modulation
persists for 30 minutes or more (12].

5Srin-Poa tion Zfact (13]

The optical Stark switching technique (14] has permitted observing many of
the optical analogs of spin transients and also some new effects as well.
Consider one of these, the two-pulse photon echo of 13 CH3F gas which shows
a pronounced interference or modulation behavior in the echo amplitude as
the pulse delay time is advanced (l11 The modulation arises from the
molecular spin-rotation interaction -T-.CI-J, where I and J are the spin and
molecular rotation quantum -numbers. The smallness of the interaction
constant C: 20 kilz suggests that a significant modulation is unlikely, but
rather surprisingly, a depth of modulation of 35% or more-is readily
detectable. To understand the phenomenon, we imagine that two Stark pulses
switch 13CH3? molecules twice into resonance with a fixed frequency
(9.66 umn) CO2 laser so as to produce an infrared photon echo. The Stark
pulse amplitudes are sufficiently large that the laser drives only one pair
of levels in a given molecule. When the pulses are switched off, the
formerly driven level pair (still in superposition) mixes with the
neighboring undriven levels t1-rough the spin-rotation interaction. It can
be shown that four levels are now in superposition in place of the original
two, and because of the small spin-rotation splitting, transitions of
slightly different frequency interfere. Even though the splitting is small
and normally difficult to detect, a large modulation in the echo envelope
function results. Spin-rotation modulation in 13 CH3F has been monitored
for the 13C nucleus and the 19F nucleus in both ground and excited
7ibrational states. Precise determinations of the interaction parameter C
should be possible in future measurements.

ELST:C COLLISIONS

Any process that introduces random phase changes in an ensemble of
coherently prepared atomic dipoles will produce damping. One example is
the subtle effect of elastic collisions of atoms in a coherent two-level
superposition state. It is the optical superposition state that
distinguishes this elastic scattering problem from previous work. Is it
possible to predict in general whether the two states which are in
suverzosi:±on behave in the same way or not during elastic scattering? I
think that the answer is no, and'we must, at least fjor the present, be
guided.by observations.

. . . . . ...+ * "..
inoognou..........pe. ta cnpess 1n+a~e h
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Initial photon echo studies (151 in the infrared regio involving the
superposition of a pair of vibration-rotation states of CH3F show that
the elastic collisions are of the velocity changing type. Here, the two
states are described by the same scattering trajectory. Experiments can be
in:erpreted by the following simplified agrumant. The dipolar phase change
orresponding to a change in velocity 2v along the optic axis direction is

3i'en by -T here 'kZ3/X, Xis the optical wae en;,:h and is he
:ime. In a :-wo-pule echo experiment with pulse delay time T, such random
phase changes will cause the molecular dipoles to Set out of step, and the
echo amplitude will shrink by the phase factor

- < ikA~ir>(_S <a >e collision"()

Zq. (I) takes limiting forms in the short- and long-time regimes,
- 223

Sexp[-k2iiu Zr/4] ,kvT << I

S exp-r1 , k.vr >> 1 (2)

where r is an average rate of a binar7 collision and lu is a characteristic
change in veloci:y per collision. Tihe nonexponential decay at short times
followed by an e.ponent±al decay is the signature for the velocity changing
collision mechanism (2iS. 3). in addition to the I3CH 3F results, recant
infrared echo measurements [16] in S76 obey (2) also, in support of the
velocity changing collision mechanism. rt may be that all molecules
prepared in coherent superposition in, the infrared exhibit elastic veloci=y

. changing collisions in this way.

In the visible region, however, the superposition involves two
electronic states which nay behave quite differently during an elastic
collision. Scate-dependent elastic collisions can produce phase
interruptions of the form A-&,wt where A1 is the angular shift in the
transition frequency and tc is the collision duration. The decay law for
:his model is exponential (Fig. 4). Optical free induction decay of the
visible transition of I: vapor does indeed reveal an exponential decay

*[17], and recently measurements tla] have been extended to times as short
as 10 nsac with no evidence for an e.p(-KCt3 ) decay law. Photon echo
studies in heli, neon and argon plasmas also obey exponential behavior
2 *i. In contrast to the above, it is claimed (20] that photon echoes of
=1he sod!= 0 lines diac a both veloc±:y changing and phase interrupting
z haracter in diffarenc tin-e regimes. :his interpretation, if Correct,
a' ses the issue of a need for a more general treat=ent of the effact of
elastic scattering of atoms in superposition states, rather than the
...i.tng cases of velocity changing and phase interrupting collisions

- considered here.
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coherent transients, where theTm.(sc
difference in the two results from Figure 4. Optical FID in a visible
velocity changing collisions, transition of 12. This shows

exponential decay down to -10 asec
due to phase interrupting collisions
in contrast to Fig. 3.

SOLIDS

Remarkably narrow optical homogeneous linewidths of the order of 1 kHz have
now been observed in the low temperature zero-phonon transition 

3H4 .~ 2 o

the impurity ion Pr 3+ in LaF3 and other host crystals using optical free
induction decay [21,22]. A cv ring dye laser chat is frequency-lacked to a
stable external reference cavity coherently prepares a single Pr 3+ packet

*within its homogeneous width, producing a narrow hole within the
strain-broadened inhomogeneous lineshape (-3 GHz width). When the exciting
laser beam is frequency-switched a few megaHertz, using an external Bragg
modulator (21], the free precession commences and the usual FID heterodyne
beat signal results as seen with a P-I-N. photodiode in transmission
(Fig. 5). in the absence of power-broadening, the decay of-this signal is -

one-half the dipole dephasing time (T /2).
., d~u~l~ 2

MC.

nP9

ta~r Di0de

74gure 5. Laser frequency switching technique f or observing coherent
octical transients such as FIB.

For ?r 3 t :L&F 3, the homogeneous 1inewidth can be no narrower than 160 Hiz,
due to the 0.5 =sec radiat±'e lifetime of the ID,, state. At Z*K, phonon
processes contribute at most a few Hertz. Laser Dower broadening is
estimated to be less than 100 Hz. The dominant dynamic process arises from
the magnatic-dipolar spin interactions, due first to the fluctuating

%.*.
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resonant flip-flops among oairs of 39F spins and second to the resulting
nonresonant heceronuclear 14!Pr-19F interaction which reflects the time . "
dependence of the homonuclear events. That such a mechanism determines the
optical homogeneous width follows first from the magnitude of the
broadening which is comparable to that encountered in N, . SecondI7, the
-inewidth or dephasing ti=e depends on the strength of the applied external
nagnecic field. or example, in the Earth's field, -6-3.6 usec, but. when
the external field exceeds the local field of -2CG, Tz-13.8 usec
corresponding :o a 10 H:.qz H - linewidth. Obviously, when the external
field exceeds the local field, the induced recession race 43 fas: enough

:ine averase the slocer zw a=_z =ocions associated wi:h :he field
!iuctuacions along the external field direc:±on. Magnetic fluctuations in
the transverse directions are unaffected, however, and thus the linewidth
aarrows but does not vanish.

An even more dramatic and unambiguous demonstration of the dipolar
*lIne-broadening mechanism is found in the application of the magic angle
line-narrowing technique of . to opctcal spectroscopy £221. The optical
F;f experiment is repeated, but now in the presence of an r; and a static
nagetic field ( 6ig. 6). 3y transforming the 3loch formalism and the
-omonuclear (F-F) and the heteronuclear (?r-F) dipolar interactions into a
sui:able rotatig frame, it can be shown [22] that the optical lnewidth in
:he presence of an rf field is given by

= - 1/2(3 cos 2-) (3)

Here, 3 is the angle the effeccive field makes with the applied static
magmatic field and Iv(0) is the optical li=ewid-h in the absence of the rf
field. Note chat ia the rotating frame the I/Z(3 cosI-l) term takas the
:frn of a secular dipolar interaction and we see that the liaewidth
vanishes when S,,/2, the fluorine r;esonance condition, and 3-54.7*, the
=agic angle condition. 7hysically, the induced precession resulting from
--e applied s:atic and oscilla:ing magnetic fields provides a time
averaging mechanism which tends to eliminate the chaotic motions arising
rom. the local 197 field fluc:uations. The argument therefore is similar
to the tine averaging achieved wich a static field, as described above, 'ut
in :he *magic angle case, the averag-4-g is =ore effective.

The form of (3) has been verified in detail by FD studies of Pr :.aF 3,
and furthermore shows that the linevidth narrows from -10 to -2 k E 2
( i3. 7). The source of the residual broadening is stll -being examined.

Finally, a '!once Carli :heory . of optical dephasing in ?r' :'aF3 has
Zsen 'evelored to exiain the current FW obser-iatos. A .meria
approach vas a"tenttad since the hetaronuclear dioclar interact:icn is
nei:her weak encugh to fit a Gaussian theory (it<<I) nor strong enou;g to
fit :he Klauder-Anderson theory f2] ( t >>7). instead, w where
-ax is the naxu -r2  frequency .,mp, due to a fnuorine soin fi, and

'7 _- the cbserved ?l"devh-as ing tine. A ionte Carlo torturer routine was
.it ilized that assu=ed: (1) :he La' c:' sal struc:ure and (2) a sudden

_=.3 zr :te arl ou-3rutn

f~uorie spin-flp =odel, thus avoiding man: of the a:vroximatons of oas:
anal-tiz z ortas in zagne..c rescnance, The ?r- decav behavior 4i3
ottained -y sa=0!4-; s cias:icall7 the ?rT phase h'sta-? as subgroups of
- F spins flip rando=mly in space and -i. 'a few 19 ' spins ccntrbut
*s~niflcanU:l to the homogeneous idth, a result which shows for the .:-s-
tine that spin-f Li correlacions are not si f4carnt. Furthe.rmore, a

.......... ..... .....
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Figure 7. Optical linewidth of
Figure 5. Optical FID in Pr3 :LaF 3  Pr +LaF 3 versus the angle .
with (a) no rf and (b) with rf at the expressed in degrees. Solid circles:
magic angle condition. experimental points. Solid line:

Eq. (3).

ion polarizes and datunes the nearest fluorines, forming a frozen core that
is incapable of spin flipping with the bulk fluorines. Although the core
grows radially as the 14 1pr (1-5/2) magnetic moment increases with I., the
optical linewidth changes little since the fluorines which participate in
spin flipping become more distant. Using no free parameters, a Lorentzian P;ss"
lineshape of 8.4 kHz HqW1&M is calculated which compares ver wellto the
optical FID observation of a 10.1 kHz Lorentzian. (See Figs. 8 and 9.)

40

:30-

30

M& cam 20 Exweimsent
1 V4

I / Theory71

,.% 10 20 50 100 200 500 1I00

'A *40 . 4 3
,.*ma'AV 'I,,a Fluorine Mean Ftic Time T (Aec)

-igure 3. :agnetic inhomogeneous Figure 9. The Pr3+ optical
linewidt. o a 41pr quadrupole dephasing time 1/'(,. versus the
tranlon of ?r3 ':LaF 3 showing the fluorine mean flip time T. The
;ausslan liaeshape of a .once Carlo optical FD result is ',"/,.-15.3 "-sec
calculation and also a second moment and the theoretical fluor-line
Calz.;acicn. spin-flip time =-170 sec.

.- ~~.-...... -... •:." ". -. ". " i ,'
*5. ° % . _ . . _ % . ** • .. -- • . .. .. - L_ *S-



CONCLUSION

There exist many other cases of coherent optical transients and their '.-.

applications which have not been mentioned due to lack of space. For
example, long optical dephasi-g times have been observed for :he first time
ins:ochiometr-c EuP5 I04 -hich apoears to exhibi: a weak delocalizedaxci:acion among the Eu + ions r23]. Dephasing studies in the picosecond -.

range [26: are also attracting considerable attention for exploring ver7
:as: orocesses in condensed matter. All of chase investigations make use
of :he selectivity and precision inherent in the coherence techniques which
iase.s .o -:ravide.
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ABSTRACT: A novel phase modulation technique which permits subkilohertz laser

stability and new levels of precision in laser spectroscopy was reported recently. For

spectroscopy, the basic arrangement consists of a combination of an optical pump and a

probe field which is phase modulated. The pump prepares the atomic sample by burning a

narrow hole within the atom's inhomogeneous lineshape, and the probe beam samples the

prepared hole when its modulation sidebands are swept into resonance. Off resonance,

the probe is balanced as pairs of sidebands produce heterodyne beat signals of opposite

phase which just cancel. On resonance, the balance is upset and yields a nonvanishing

beat signal with a Lorentzian absorption or dispersion lineshape and with residual noise

approaching the shot noise limit. Here, we investigate the theory of phase modulation

spectroscopy. We treat the nonlinear response of an atomic two-level quantum system

subject to an intense pump and a weak copropagating or counterpropagating

phase-modulated probe beam. The density matrix equations of motion are solved by a

Laplace transform method and by the novel use of a translation operator which allows the

infinite hierarchy of coupled equations to close. A solution equivalent to the rate
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equation result as developed and coherence corrections arn found which predict new

resonances, as yet observed. The delayed pump-probe technique encountered in solid

state laser spectroscopy is analyzed in this context for two and three-level quantum -

systems. The response of a Pabry-Perot cavity to a phase-modulated light wave is

examined also and reveals an unexpected absorption feature.



L INTRODUCTION

An elegant phase modulation method for detecting optical atomic resonances,

particularly in the nonlinear regime, has been devised recently 1- 3 and applied to phase

locking a laser to a reference cavity with unsurpassed precision. 2 "4 Laser phase locking

has produced a laser linewidth as narrow as 100 Hertz in the case of a dye laser2 and is

also being used in an attempt to detect gravity waves with optical interferometers. 5 While

these detection ideas are new in the optical region, far earlier developments at longer

wavelengths exist. Thus, Smaller6 demonstrated some thirty years ago the advantages of

phase modulation in (linear) magnetic resonance spectroscopy. Even earlier, Pound7

proposed that microwave oscillators could best be stabilized by phase locking. Phase

modulation spectroscopy also resembles the heterodyne detection utilized in coherent

optical transients where laser frequency switching is' employed.8

The basic spectroscopic arrangement considered here consists of a combination of

optical pump and probe fields which appear either simultaneously or in sequence. The

pump is typically a single frequency cw laser field that prepares an atomic sample, for

example, by burning a hole within its inhomogeneous lineshape. The probe, which can be

derived from the pump or another laser source, is phase modulated and therefore contains

a Bessel function distribution of sidebands that appear symmetrically in pairs about the

unmodulated laser frequency.

In the absence of attenuation, each pair of sidebands generates with the central

frequency component at a photodetector a pair of heterodyne beat signals of opposite

phase which just cancel. This balance is upset and a nonvanishing beat signal remains

when the probe frequency is swept, bringing a sideband into resonance with the prepared
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hole. The background signal and its noms are therefore eliminated automatically.

Moreover, since the beat frequency can be made arbitrarily high (radio or microwave), the

desired beat signal can be detected in a spectral region where the residual noise spectrum

is falling off. The resulting high sensitivity, which will ultimately be limited by shot noise,

?romises new ieveis of precision in laser spectroscopy.

In this article, we investigate the theory of phase modulation laser spectroscopy,

extending the work of Bjorklundl(a) and Hall et al.3 Our analysis treats the nonlinear

optical response of a two-level atomic quantum system subject to copropagating or

counterpropagaing laser beams where at least one of the fields is phase modulated. The

counterpropagating beam case resembles the Lamb-dip effect but is more complex due to

the multimode character of the phase modulated probe. Solutions equivalent to a rate

equation result are developed and the effect of coherence corrections are examined,

revealing in certain cases new resonances. The delayed pump-probe measurement

frequently encountered in solid state optical hole burning studies is analyzed where it is

found that the two and three-level quantum systems behave differently. Finally, the

(linear) .response of a Fabry-Perot cavity to a phase modulated light wave is considered

because of its relevance to phase locking a laser.

I. BASIC THEORY

A. Equations of Motion: Counterpropagating Beams

We treat the nonlinear optical response of an atomic two-level quantum system

subject to two colinear light fields that propagate in opposite directions along the

laboratory z axis. The one field,

-'................................... "'.....-.................. b............... als " ,
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E-(z t)- E *i(Vt+Z) + c.C., (2.1)

we designate the pump field. The counterpropagating component, the probe field

Eo(z,t) - Eo •i(uot - z) i9 (t) + c.c., (2.2)

is phase modulated at frequency U where

4- M cosat

and therefore possesses sidebands according to the Fourier decomposition

•iq ( t) an  C (2.3a)

Here, a.1-iiJn(M), Jn is the nth order Bessel function,

a. - a_, anda, - (.-t)nan. 12.3b)

Both fields are assumed polarized along the x axis. To account for the atom's motion with

velocity vz, and hence its time dependence, we transform from the laboratory (z) to the

atom's moving coordinate (z') by

Z Z + vzt .

The total field can then be written in the compact form

E(z',t) = Eo(z',t) + El(z',t) = ex o-kv )t  A: •' t + c.c. (2.4)
n1

where the pump field is specified by m-i,

1
A6.- Eelkz'andl 0 2kv. , n-O, (2.5) -

0I
- *j-.* .-". " -. 'IL.2 & .!
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and the probe field by m-O,

A Eo e-ikaU and goaa na , n 0, 1, 2.... (2.6)

Thus. it is assumed that the two fields are present simultaneously whereas in Section MU

the simpler problem of pump and probe occupying different time intervals is considered.

We ignore the slight difference in pump and probe k vectors (Ak-Q/c) arising from phase

1 0modulation and assume in (2.5) and (2.6) that kink - k. Also, the slowly varying

components of (2.4) are given by

E+ (t) - e A O e' and E - (E ) (2.7)
n~m

In addition, (2.4) is sufficiently general to allow phase modulation in each of the

counterpropagating beams, a case we treat later.

The density matrix equations of motion

iA L-P - [H,p] + damping terms
at

for a two-level quantum system, with upper level 2 and lower level 1, can now be written 9

as

p 12(t) - (ii-/T 2 )p 1 2 -2igw A: e' a " (2.8a)

*(t) - - igP 12  Am e Ap21  e eI -(w - w')/T . (2.8b)

Here, the atomic unperturbed energy eigenvalues are

.... -
. " _''..".""". .." - ....'..-.. .- ,.. .". .,. . -. , ,/ _.""" -. ' '.-.-'= - " --- '" --. "":...... . . .-.- '-.-.-.".. ."-.. . . . . . . .". .-.-
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HI1 - RcI , H22 - A(02 and "21 a *02-W I

while the off-diagonal optical-atom dipole interaction is

H12 - g/E(z,t) (2.9)

with

g -A- 12/1, (2.10)

/ 12 being the dipole matrix element. In (2.8), we have applied the rotating wave

approximation and retained the slowly varying off-diagonal component P12 with the

substitution

P12 - p1 2 ei("-z)t •(2.11).

The tuning parameter is defined as

( . 21 -o + kvz, (2.12)

the population difference as

W--(- 2 2 - 1 1 ) (2.13)

and the phenomenological dipole (T2 ) and population (T1) decay times have been

introduced.

The pump and probe fields generate a signal field

.....-- . . . ..-.-

E+ g<p 12( z ,t)> (2.14)

where the directionality of the beam, as we shall see, appears in the solution P12(Z ,t) due 2

to the et ikz' phase factors of (2.5) and (2.6). Equation (2.14) is valid for an optically"-'2
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Proceeding as in Section HIC, the signal field

E+ igp,2

appears in the heterodyne beat expression

B(t) -E+E; + E-+(2.59)

where we see that the pump field

E~(t) - I 2ikv t

cancels the e2 kzt factor of (2.58).

Upon Doppler integration of (2.59) and with the manipulations (2.35) and (2.36) to extract

beats oscillating at ewe find that

<B -) 8wrg WON A~iei(~P

2_ 2 l
2  1(1+1)

xy,; A8 22 T2 -+ c.c. (2.60)
1))2 + 2T] [(.6+..(I+ 1))2 + 2/T]

where tauqPm1/(I3Tj). To see the behavior of (2.60) in lowest order, we again select terms in

--.0 and !+ I with the result
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E. The Backward Wave

Now consider beat signals that propagate in the backward direction, the direction of the

pump field. Analysis shows that case (2.46c) is qualitatively similar to the coherence correction : -

of the beat signal propagating in the forward direction, (2.46a), and is of higher order being

proportional to I A I . The dominant beat signal in the backward direction corresponds to

(2.46b) which we now discuss in detail. The starting point is (2.44) and takes the form

8ig3 wO/T 1  1 Al0*'0 0

U-ii+ I/T 2  A.

x(Z - 2ikv, + I/T, + 4 - i2kv) A?I(Z - 2ikvz)

--.-

x (Z - i(2kvz-G(n'-a"))) I - -

x Z - i(2kvz-l(n-n")) + I/T + 4g21AI A0(Z - i(2kvz- (n'-n"))) (2.57)

under the condition (2.46b).

To the lowest order of approximation, we drop the power broadening I A0 I terms in the

above denominators and perform the Laplace transform at the pole Z-2ikvz-il(n'-n") to obtain

(')" A(n'-a") + i/T

x e2ikvzt - i(n - a ' ) Gt  n'-n")U-i/T2 )-1

x((kv, + 8-n"S + i/T 2 ) -- (kvz + 8-n'Q-i/T2) - 1) • (2.58)

-.................. . . ............. ... . .. ..
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We find

<B0 > - -28 r.{+i( "+'-( /2)) i (2.55)VlX[(j_Ij/2)2 + -]( /)2 + f2] S2 + f2 i I

and

<Bl2 _! x2  ){F(5)-F*(-U)-F(0) + F(O)},

where

- 8-.a+-jr

- + 2ir r i)'-

F(12)i 2 + i )
22

~- 9 (+ -if

x I 0-- + iFif- + ia !)(3- + i )- - +i - (2.56)-.-

The coherence correction <B1 > to the rate equation result <B0 > is illustrated in Fig. 1 and is

reminiscent of Lamb-dip theories 14 when coheience contributions are included.

For weak fields, the ratio of the coherence correction to the rate equation contribution is

<Bj > T22IT1'
<B 0 > T 0

Thus, the rate equations are valid only when T2 <<T 1 and the fields are weak,

4g2TIT 2 I1 2 < <.

* .. *. .... * *.. . . . . . .
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The appearance of 2kvz and 3kvz in the above resonance denominators suggests higher order

resonances. However, these effects disappear on Doppler integration and would be observed only

in the presence of a third field as witnessed in previous studies. 12 13

By contour integration, the Doppler integral of Bt(t) is

* 21 6 T, 4 ei A
<Bl(t)> r -- Ng w el[ _A

?-0/2+2ir )(8-22/2 + ir + ia)
8-2/1 + ir

x -- + a8+ ia + i/2T 1 )(8-- + r 8 2 + ia + i".

2 2 ]- -'

-2 AO 2 + iF + ia/2 -c.c. (e-, - +)} + c.c. . (2.52)
2

The final result is the sum of (2.39) and (2.52),

<B(t)>- <Bo(t) + BI(t)>. (2.53)

Let us treat the case 1-0 and I=+1 again using the reduced variables and definitions

Zm4g2T1 T2 A01, 12  m  V/'T ""

- 1(1+ .,.VT), T2  2T, (2 .54) ::
2

T2""" T2 8.

.. .. .. .. . .
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Equation (2.47) then becomes

3 g64 o ,;:

- 32ig16 (TI/T 2 )wIl A6I A, A(if _ i2kvZ)

4-f0+ i/T 2

2 2 1-

[ieO--i2kv z + 1/T1 + 421 AI Aooilg-i2kvz)-
2 T.2 ..2

[(-k) 2 + 1/T + 4 2 IA'I TI/T 2] 1 (2.49)

The remaining steps follow the rate equation calculation.

The coherence correction to the heterodyne beat signal, (2.37), takes the form

B1(t) - 32g6(TI/T 2)WO ei0 i A4 I-- t) A;- A t ""

)20 2 1-2

_. ~(8'-kvz2+ I/T2+ 4g2 IA6 1 2Tt/T 2 , .

xAolt(iIII-i2kvd) 21".4.2

0[-2 + 2kvz + i/T + 4ig2 AI A 1 (iQ - 2ikv) 1

A-1 0 + i/T 2  
"-0-Z)

- (-.- e)'} + c.c. (2.50)

where

A 0 ,o ) Uvz
o1 +v- + i/

A~~?(u10-i~kv~ 2 + 2 2 4 + /T 2  k 2 8iT

A0 (iIQ - i2kvz) - + (2.51)

2-18I+&+ i/T 2  '- + i/Tz- +,...-"

.'.

. . . . . . . . . . . . . . . . . . . .. . . . . . ... ,"-
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eIk-=+M zIwhere k'3  k must (2.45)

as indicated in (2.5) and (2.6). Eight possible combinations of the values exist but only three are

relevant:

mni Mn, I m O0e-kZ (2.46a)

m=O, M,-' , I -1 e (2.46c)

where m I 1*n an0 and m Onion n 2 ,.Considering the case (2.46a) where the signal

field propagates in the direction of the probe beam, the Laplace transform of (2.") evaluated at

the pole Z-if 1 gives the signal field E., (2.32), where

M -4Wo 11-21- lg A6 A?(iA7-i2,kv, I + 4g2~ .I A61AAoif12-2kz)Ia - + i/T 2 I.jI O z

x A to 010-i2kvz)[I + 4g2 l A'4I 2T, 1akz2lT (2.47)

1q2

Notice that the Doppler integral of (2.47) vanishes when the ter of the last lUne of

(2.47) is neglected. This observation causes us to rewrite the last bracket as

-1 4g 2 IA61 TTE ~ 1- 2 22(2.48)

(8 -kvz) +I/T + 4g iA'~ T / 2
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<-t > 8ilrNg wOT1  An A24 An a

2-
2 2 n-dfl '~*

a +I/T 2  - )
x 8 T2 + c.c.[(,_ n'n 2 '] 0)2

(-n l0)) + l/T ](8+A/.-)+ iliT

which resembles (2.39).

D. Coherence Effects

The rate equation result (2.39) ignores coherence effects, i.e., sideband terms that

coherently modulate the population at frequency n-g. When coherence is included, beat signals

appear in both forward and backward directions and new resonances are found. We, therefore,

return to (2.28) and consider for the moment only those terms omitted in the rate equation

calculation. With (2.28) and (2.22a), we now obtain

8ig3wO/T1 _P12(Z) T mA Z - ig' + lI/T 1 + 4g2 1A I 2A (Z -1il2)]

x~~A( -Ai'~."m) Z

; ~Z) - U +-N+T2 n:-:

2"2
ln',m'l

x-1 (Z + I/T, + 4g21 A (Z))- (2.44)
z 0 0

In anticipating the Laplace transform, we first notice that T(, n " n -on'){ provides the only

pole that is not damped in the long-time limit. Secondly, our interest is restricted to terms that

oscillate at IQ so that in (2.44) the operator T-T(-10). Thirdly, the amplitude product

AA;I. contains the phase factors
"" ^.. ,"+.,,..... ..... ......... *.*.

. . . . . . . . . . . . .. .
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Equation (2.43) displays dispersive (in-phase) and absorptive (out of phase)

power-broadened Lorentzian lineshapes of width r as shown in Fig. 1. The central resonance

w21 .-o, which occurs when the laser is tuned to the peak of the Doppler lineshape, is purely

dispersive. To understand the sideband resonance wo-.i 2 1-0/2, note that the pump must burn a

sole in a packet shifted from the Doppler peak by 9/2 in order that the counterpropagating high

frequency sideband at (02 1 +0/2 can come into resonance with the same packet. Similarly, the

resonance at w- +Q/2 occurs when the pump is displaced by -0/2 from the Doppler peak.

In contrast to the central feature, the sidebands show both absorptive and dispersive lineshapes,

the latter being opposite in sign from the central line.

Consideration of other terms in (2.39) results in a correction of (2.43) as well as higher

order resonances at

:.t.

2

Finally, the rate equations predict a beat signal only in the forward direction, the direction of the

probe beam, as indicated by the e- ikz ' factor contained in the signal field (2.33).

The absence of a beat in the backward direction is easily understood as the rate equation

approximation completely neglects the coherent oscillations of the population. Therefore, the

backward travelling pump remains a single frequency field which is incapable of producing a

heterodyne beat. In Section IE, this case is treated.

Finally, an experimental situation might arise where both the forward and backward waves-

* are phas modulated. A simila calculation to the above reveals that* 7



equivalent to that of the rate equations,

<B 0 (t)> --- ivNg 4W A 1 2 T I Ciat

252-(tg/2)2 + 2-L

2

8 A; 'A21' 1 +r 2_i (2.39)
,. L 2 2r a - r

..

with

f (I + 4g2TT21 O(M(2.4M ,

r - ( + Il/T 2 ) (2.41)

8 .21 .- o (2.42)

and N -- l(4rku) is the normalization factor of (2.15).

The behavior of (2.39) is easily seen by considering only the central component with 10 ,.

and the two sidebands at wo ± 0 with I- + 1, which yields '.5

<B~) ~ ~ oTt Jo(M)Jt (M) ,

a (--!--_ _2-/) 2 * 2

8(.2 2] []([(8 + j2]2]

2. 2

ru )2 si Ot .(2.43) i"

2]% [•8 +2
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and we have omitted the unsaturated term anticipating that it vanishes upon Doppler Integradon... '.

To this order of approximation, E' is emitted in the direction of the probe beam as the above

term D,"A, Eo e- a, indicates.

The heterodyne beat signal (2.16) then follows from the signal field (2.32) and the probe

field (2.7) with m-O where

B(t) - e ant D -at + cc. . (2.34)
I.! "

Selecting those terms in the double sum which give the fundamental beat term e we find that

B(t) - (A;_Ajf(I) + Ae+lA;f°(1)) ei t + c.c. (2.35)
t

where f(!) consists of the remaining terms of D,. The relations (2.3b) allow us to prove that the "

index interchange 1.-I results in

( -, -A,-tA, (2.36)

and thus the terms can be combined as

B(t) - j A;_1AI(f(l)-f'(-)) ei + C.c. (2.37)
e

or

4 01 2B-)-. -8ig (T1 /T)wo A0 iS~o(t) = _
(A-2kvz) + 1/T2 + 4g2(T 1/T 2) I A'I 2

,-. x h A + C.C.. (2.38) ,+
! A-10 + i/T 2  I + 11-i/T2

The Doppler integral (2.15) of B(t) can be carried out by contour integration to give a result

*. . . . . . ... '.
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leading term of (2.28),

w(Z) - L-L(Z + ITj + 4g A61 2 A.(Z)) -,(.9
T, Z

which we now consider, generates a result equivalent to the rate equations. The remaining higher

order Y.s terms of (2.28), the coherence terms, modulate the population at the sideband.

* ~frequencies lV'-':and will be treated later as a correction. With the aid of (2.19a) andn' f

(2.29), we haveF

P12(Z) - - 2g 0 TZ-iA+ l/T 2

x A:(Z - iO~'(Z - i~o+ l/T1 + 4g iA61 A(Z - iU')Y (2.30)

The inverse Laplace transform. (2.18), applied to (2.30) yields

-2igwO/Tj A0 e"O
p1 2 () - ~ ,(2.31)

where we have considered only the poles Z-inQ as the others with decay time T2 or shorter are

* strongly damped in the long time limit t > > T2.

Notice that P12 generates the signal field (2.14)

- DI e'ta (2.32)

where

-8ig (T1/T2)wo 2 2~ 2(T2A 2DI+ [(A&-2kv2 )2 + IT 2 + 4g(T/) A4Ij , (2.33)

........................................ + - - .
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C. Rat Equations

At this point, it becomes necessary to introduce approximations as the general analytic L

treatment developed thus far cannot be sustained for all fields having arbitrary intensity. As an

initial approximation, we assume that the probe field I A I is weak while'the pump field I A6 [ is

of aubitrary strength. Next, the leading term (m=!, m'-1, a-0, a'=O) i( whica yieids an

exact solution, is extracted from the sum so that

w/Z 1  [ {Z+1/T, + 4e IA1 2 Ag(Z)

4g Ann$ (Z)A AT( - , )w(Z) (2.25)

where the prime on the summation denotes that the leading term of the sum (m-m'-l) is

omitted. Equation (2.25) now has the form

[a(Z) + T)]w(Z)- f(Z), (2.26)

or equivalently we can invert the transformation to obtain

w(Z) - (1 + a-T)-a- f(Z). (2.27)

perturbation expansion of (1+a'1 T) "1 in powers of the smaller terms A2*Am, of (2.25) where

m, m' I yields

w(Z) - -{4g- 2(Z + I/T 1 + 4S2 1 A 2 A (Z)

X I oI ! !D

{u.mI '

x Z- 1 (Z + l/T + 4gz"lA l 2A"(Z)) - ' }  (2.28)

- where the translation operator T operates on all terms to the right of it that depend on Z. The
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P12 (Z) - 2 ~ A:'W(Z - i') (2.19a)Z - M+ IT 2 ninm

w(Z)(Z + l/TI) - -ig 7, Am - 12 (Z + iU7m) + ig I A: p2 1(Z - i07). (2.19b)
ZTI 1  n~m

* Here, the initial conditions are not retained as only the long-time behavior (t> >T) is ofinterest

* Notice that Eqs. (2.19) do'not close on one another but instead form an infinite hierarchy of

coupled equations involving terms of the type ; 1 2(Z±i'), P12 (Z±210'm)9 P1 2 (Z±3i').

This difficulty is formally avoided by introducing the translation operator11I

T(X)f (Z) as f (Z + Lx) (2.20)

where T(Xm X) aI and it is evident that
nj n Zn

T(X)T(Y) = T(X + Y). (2.21)

The hierarchy of Eqs. (2.19) can now be written in a compact from which closes, namely,

P12(Z) - - , AnmT(-11)w(Z) (2.22a)
Z - U+ IT 2 n-m

w(Z)(Z + l/T1 ) - s--ig 7, Am*T(GO7)p(Z+ig AT- ')iZ (2.22b)
ZT1  nim n~m

However, the problem of dealing with noncommuting operators must be faced. We find from

* (2.22b), after inserting P12 (Z) and P21(Z) from (2.22a) and then using (2.21), that

w0 /ZT1  I Z + ITj + 4g2  Aa=(Z)A:*AmVT(Qm-l2m)IW(Z) (2.23)

* where

-m- + IT)' (2.24)
Amn 2 L(Z -iUA+i0m + Il/T2) + (Z + iAOm' 2

2 n n



6

thin sample and follows from Mlaxwell's wave equation in the slowly varying envelope

approximation. The bracket of (2.14) indicates an average

-<P12 >  f G(vz);p2(v )d(kv )  (2.15)

over the inhomogeneous lineshape where

G(v) - e-(v/ ) /(Vfku)

for an atomic system, u being the most probable velocity. Equation (2.15) is to be

evaluated in the limit of infinite Doppler width, an assumption which is valid in optical

hole burning experiments.

However, the observable is a heterodyne beat of the signal field (2.14) and the total

field (2.4) where the cross terms of the intensity I E(t)+Es(t) 12 are

B(t) - E + - . (2.16)

B. Laplace Transform

The equations of motion (2.8) constitute a set of three linear differential equations

with time-dependent coefficients. These can be solved by use of the Laplace transform 10

p(Z) - f eZtp(t)dt (2.17)

where the inverse transform is given by

P (t) . + eZt p(Z)dZ. (2.18)21, 7+-i-r

By application of (2.17), Eqs. (2.8) become

. .-

!*. . . . . .... - . . -.....-.... .

. . . . . . . . . . . . . . - . .
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<B-16rgw0 T I A61 2 J0 (M)JI(M)

Q/T2

•81 

+ 1/ - [( 8 + 

-.
) ' 1/T 2]. 

..- °

222

[(8_2 2 +/T2].[(a +0) 2 +IT2

2
[(8-R '+l/2][(+R / 2 +1T
2+ 2 2

2 2 2
8-2i(U +1T (p)0 .. (2.61Y~

+ /T 2][(8+ U) 2 + I/T2] V

2 2

Thus, the backward wave displays Lorentzian lineshapes of width 1/T2 in absorption and

dispersion when the resonance conditions 8-±/2 and 8.. ± 2 are satisfied. A plot of (2.61) in

Fig. 2 reveals that the 0/2 and Q resonances are of opposite sign but are equal in absolute

magnitude. Unlike the beat signal of the forward wave, (2.43), the 8= t resonaces are new

and the 8=0O resonance is missing. The beats expected in the forward direction have indeed been

observedi(b), 3 but the prediction (2.61) has yet to be confirmed.

at. SOLIS

A. Two-Level Problem

A number of hole burning experiments have been reported recently in solid state laser

spectroscopy. 1 A pump field bumns a hole which resides in the ground state population

....................... Tt ) 2  
'...

. . . . . . . . . . . . .



7------------------

21

distribution long after the field is removed. A weaker probe field then follows and 'nnitors the

memory of the hole in one or more transitions, revealing hyperfine structure and potentially

dynamic line broadening effects. Since phase modulation is useful in this application. 16 we

present the relevant theory.61

The previous two-level formalism can be adopted except that the pump field

E1(zt) - ie'~ + C.C. ,(3.1)

which replaces (2.1), propagates in the same direction as the probe field (2.2),

E2(Z't) -E 2 e'(112"C24) eiyP(t + C.C. (3.2)

where the indices are changed for convenience, knk1 'k 2 , A ' = Eje' and go 0.

Since the pump and probe occupy different time intervals, the treatment is significantly simpler

* than Section U1. For the preparative stage, the equations of motion (2.8) are now

-01 (iA 1-l/T 2)p012 -2igwEj (3.3a)

w--(w-w0 )/Tl igE1 (p12 -P21 ) (3.3b)

where

"i W2 gi k~z 1,2(3.4

The steady-state solution, P12 -*-0, is

- wo(1 I-)g.IT (3.5)

.. . . .. . . .. 2



22

For the probing stage, we obtain a perturbation solution of

L 2 -(4-1/T ) 1 -2igw,'F A ia (3.6)

in the long time limit t>>T,2 with 1

P12 (t) - iwlA "2o/ A + inlITZ), (3.7)

w. being given by (3.5). Contour integration of the Doppler integral of P12 (t) followed by the

manipulations (2.35) and (2.36) yields the beat signal

-~)> 8irw*Ng4 IB T *g

X A; A, 112/2) -iregar + r. +3SC
+r 'j'+ 10/2) + r2

where

a' -(01-02)/2,

and aand r are defined by (2.40) and (2.41). This result has precisely the same form as the

case of the counterpropagating pump and probe beams, Eq. (2.39), except that the tuning

parameter changes from the off-resonance Parameter 8 =wa2 1-(ca0 to the laser frequency difference

8(1-02)/2. Hence, the beat signals will have the appearance of Fig. 1.

B. Three-Level Problem

In the spirit of the previous section. we now treat a three-level quantum system where two

optical transitions 1-3 and 1.*2 share a common lower level. In the preparation, the pump field

(3.1) first excites one of the transitions, and thereafter, the probe field (3.2) samples the residual
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*hole in the population distribution of level 1 in either transition. At first sight, it would appear

that the three-level case offers nothing new. However, careful analysis shows that the two

transitions, as seen by the probe, do not exhibit the same response.

For the preparative stage, the density matrix equations of motion can be written as

P21 - A2 1 P2 1 -igjET(pjj-p22) +1 ig2EP3-rP2 ,

P31 'Ai3 1 P3 1 -'g2E1 (p1 1 -P33 ) + igETP32-rP 31

p23  iA23p 23-igjEjp 13 + ig2EI P21 -rp 3

p11  7 2P22 +7y3P33 + Ig1 -EP 21 + ~ 12) + ig2 (-EtIP31  I~ 1 )

p22 '9i1(-E-7P12 +ElP 2 1 )-7 2 P2 2 ,

p33 - i 2(-E-p1 3 + E'jP 3 1)-Y 3P33  (3.9) I-.

The following matrix elements and definitions apply

Hu fia Fh i - w i ior j 1,2,3 ,

H12 -g 1fiE1 , H13 - 21IE1, H23 0,

Pij - j ei(Otrkvz)t i 12, or 13,

A21 - 142-v

A23 (0"32' (3.10)
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We also assume that the system is isolated so that

:1 I I p + P22 + P33 ,

and that the pump field resonantly excites one transition or the other, but not both

simultaneously so th.a !x .pect chat

P2 3  0.

For simplicity, we assume that

g g 1 - g2 and 7 0 72 73

In steady state, the solutions are

2 2 2 2 2 '2 2(a, + r )w, + r  + a 21 + r )
12 2 2 2 2 (3.11)

(413, + r )(A;, + r )+ 2a(. 1 + 4 1 + 2r) + 3a

2 2 2 2 2a2 2
-(; 1 + r )(A3 + r )+a ( 1+r)(.)

where

2 '
a2  19' rIE12.h7.

For the probing period, lowest order perturbation theory yields the equation of motion

p 2 1  iA 2 1 P2 1 -igI An e 1w2-rP 2 1

which has the long-time (t> >T2) solution

P2 1(t w "12~w An ' .~
n +" +r

,/ .",-..",.'.- .- .- ." .';"-." .". - - -" .,'> ..2-',''...''2,'2.., '.-, '2- -... . . . . ..,. , -,". . ._ .: :x_ 2,''\ _.' ,. -.', '-'' _.
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:2 i" Si-ad,,-..

P3 1(t) P21(2 -'3)

where

-21 -

431 - -3-kv z

Proceeding as before, the signal field is

E -g(P 21 + P31 ),

and the heterodyne beat is of the form

B(t) - -g 2yeiOtA+A;

x -itu]-'i421 + r "a- ii + i&21 + r i

W 103 W "13+ ' (3.13)
-i'a]-&31 + r -ita] + i431 + r J" :

To carry out the Doppler integration, we consider the weak field case

S(4;1 + r ) + 2(A31 + r)

(43, + r )(2 + r2)

W"13 (WV12)(2-..3) (3.14)

:-.:-:.
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where power broadening is ignored by neglecting the a2 and a4 term in the deoiaosof

(3.11) and (3.12).

Upon the Doppler integration of (3.13), the final result is

22

x(4F1 4) + , +A'8 + 4r( + 8)4 +cr . 3.5

(1+ A) 2 + 4r 2]g xu a 2+4r 21

Equation (3.15) is shown in Fig. 3 for the cae 1f-0 and 1--1 and shares common features with

the copropagating beam two-level cuse (3.8). The dispersion spectrum consists of a central

triplet feature at 2 = 01 and 122 = I± (.23, while one sideband appears as a triplet at2 1

and 020 19w3and the other sideband at S2=121+0 and,2 1+0±aa3. The

absorption spectrum shows two triplets centered at 2 -01 ± 2I, corresponding to the dispersion

spectrum but now the central feature is missing as in the two-level case of Fig. 1. Also, the

Lorentzlan lineshape has a width of 2r due to the separate contributions of pump and probe

absorption
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Note that the central absorption components at 021 ±0 are four times as intense as the

satellite Hnes at Q2-I3I±Q± 23 . Two factors contribute to this ratio. First, the central

component is due to two transitions 1.3 and 1-2 which are excited at the same frequency due to

the inhomogeneous broadening whereas the satellite lines are single transitions. This effect

contributes a factor of two. Second, the nonlinear response of a transition is proportional to the

incremental change in population (see Eq. (2.8a)). If the population change arising form hole

burning is -8 for the lower state and +8 for the upper state, the central component intensity will

be proportional to 28. However, the satellite line involves a common lower state with its

contribution of +8 while the excited state is not prepared and therefore doesn't contribute. This

effect provides the remaining factor of two.

IV. FABRY-PEROT

We now calculate the response of a plane mirror Fabry-Perot cavity to a phase-modulated

laser beam. This linear problem, which contrasts with the nonlinear atomic case, is the basis of

an important method for precision laser frequency (phase) locking.2 4

.7-

The incident field, which strikes the mirrors at normal incidence, is again given by (2.2),
r

and the transmitted and reflected field amplitudes are well known 17 to be

Et I -R Eo (4.1)

is

I - Rei  ":

Er - V I Eo (4.2)
1 -Re t

where R is the mir's reflectivity and the phm change for a double traversal of a cavity of

spacing d is

,-
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8 - 2ndaoo/c. (4.3)

,4.

For a high reflectivity cavity satisfying the condition I -R< < 1, we approximate the phase

factor by

•is I + ia. (4.4)

Recognizing that the cavity resonance condition is

ar - 2 ndtar/c m2ir (m- 0,1,2 ....) (4.5)

we rewrite (4.4) as

e - e('-") 1 + i2ndA/c (4.6)

where the tuning parameter

A - "-r (4.7)

Substitution of (4.6) into (4.1) and (4.2) gives

r(r+i ) (48)EX- 2  + Eo , (4.8) -""
t 2 2

ET(-ir) Eo  (4.9)

VIR (a 2+ 2)

with the linewidth defined by

The transmitted intensity then assumes the form

Et - r2E, A;_,Ae eiat(  I + C (4.10)
r +a, + ,'-:
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where Ho has been expanded into its sidebands through (2.3a) and we have retained in the sum

only the beat terms containing eiat.For the cae I -0 and I-+I, Eq. (4.10) reduces to

2 2 intIE 2 - 2ar 2AOAje
~. .r,

2 2 2
X r +A 2. (4.11) : : C.:

2 2 2 (+U2) 2(r2 + a)(r + +))(r + (A-a)) ...,

Thus, three linear resonances appear (Fig. 4) at tao-.r and wom--r±D, both in absorption and

dispersion. In contrast to the nonlinear atomic response, (2.43) for example, the central line

provides a nonvanishing absorption signal, an effect which apparently has gone unnoticed. 1-3 .

This central feature can disappear, however, when the absorption spectrum is not pure and

contains a dispersive component when the phase angle 0 is given by

2 2
tanG- -'2r0

A similar calculation for the intensity of the reflected component shows that

lE 1 2 2 .0 A0 A1 o .

22 2) 2 22 ,2 + 2ior(r -A + r (r +A +0) + .C. (4.12)(r 2 +2 )(r2 + (A ,U)2) (r2 + (cc-0)2) (12

where we see that (4.11) and (4.12) are related by

2 2.IEr 2- Cos *vi/r2+i Et 2 (4.13)

and tan:--/r.
"g "
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CONCLUSIONS

Calculations for several different cases that arise in Phase modulation laser spectroscopy

have been developed. Various Predictions are made including the role of higher order coherence

effects and the appearance of resonances which have yet to be observed.
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FIGURE CAPTIONS

Figure 1. Theoretical absorption (upper curves) and dispersion (lower curves) lineshapes

for a two-level atom interacting simultaneously with a pump field and a

counterpropagating phase modulated probe field which is detected. The frequency axis

8'-21-wo. Solid curve: Eq. (2.55) which is equivalent to a rate equation result.

Dashed curve: the sum of (2.55) and the coherence correction (2.56). Parameters:

T2 -1 p ec, x-5, Q-30 (2v radians.ps-c 1 ), and r - 1.72.

Figure 2. Theoretical absorption (upper curve) and dispersion (lower curve) lineshapes

for a two-level atom interacting simultaneously with a pump field and a

counterpropagating phase modulated probe field, Eq. (2.61). In this case, the pump beam

is detected, and besides the 8-- 0/2 resonances, new resonances appear at 8-± 0 due to

the in-iusion of coherence corrections. Parameters: T2 - 1 psec and 0 30

(2v radias-,usec"1).

Figure 3. Theoretical absorption (upper curves) and dispersion (lower curve) lineshapes

for a three-level atom interacting initially with a pump field of frequency 01 and

subsequently with a probe field of frequency 022, Eq. (3.15). The frequency axis

--02-Ul. Triplet features appear where the central line is four times the intensity of

either satellite line. Parameters: 0-50 (2v radians,/psec' 1 ), r=0.25 /Lsec "1, and

w23--10 (2v radiansm-cl). -

I," o

. *. *..
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gure 2. Computer Plots of Eq. (4) for (a) absorption and (b) dispersion lineshapes of theimp beam where 11/2vr-40.2 NlHz and r/21r-O.8 MHz IHHM.

Figure 2. R.G. DEVOE et al
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Figure 1. Computer plots of Eq. (3) for (a) absorption and (b) dispersion lineshapes of the
Phase modulated Probe beam where 0/21r-40.2 MHz and r/2?I-o.8 MHz HWHM.

Figure 1. R.G. DEVOE et al
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amplitude and linewidth. In particular, the characteristic spectrum of the pump beam

uniquely identifies the coherent interaction predicted by Eq. (4).

The disparity in the signal-to-noise ratio of Figs. (3) and (4) also follows from

Eqs. (3) and (4) which predict an absorption intensity ratio of probe to pump of R--T I at

8-+9/2. For 0/2v-40.2 MHz, R-50 which compares to an observed ratio of 60. This

crude comparison assumes that TI-T 2, where we recognize that T, does not describe

population decay accurately for the transition levels of 12 when collisional broadening occurs.

An additional test of (4) arises when we note that the pump signal scales as I/0 in the limit

OTI> > 1. This behavior is also verified when the modulation frequency is changed from

40.2 to 10.4 MHz causing the observed pump signal intensity to increase 4x.

Finally, it should be mentioned that the four-wave process described here overlaps to

some extent an earlier study8 in this area. Thus, Raj et a. 8 detected a similar Doppler-free

two-line spectrum of 12 resulting from the application of three collinear fields of different

frequency, two copropagating in one direction and a third in the opposite direction (the

direction for detection). In contrast, the phase modulated light wave case constitutes a

balanced system involving pairs of sidebands where the larger number of Fourier components

reveals resonances in a new way, as the present article demonstrates.

This work was supported in part by the U.S. Office of Naval Research. We are also
1_7, V.

pleased to acknowledge that coherent four-wave resonances of the type reported here have

just been observed in the laboratory of 1. L. Hall. 9
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remain unmodulated. An alternative point of view is that the probe modulates the population

which in turn modulates the pump field, a coherent process. We see in Fig. 2 that the pump

signal spectra are characteristically different from that of the probe beam and consist of four

equally intense lines in absorption. In dispersion, the central feature of Fig. I (b) is missing

and the four Lines appear in pairs of opposite phase and with inversion symmetry about the

orig

To observe these -resonances, the output of a cw ring dye laser of linear polarization

was divided into two counterpropagating beams which are expanded to a diameter of 2 mm

and overlap throughout the length of a 60 cm cell containing I, vapor (pressure:

30 mTorr). The probe beam has a power of 8 mW and is phase modulated by an AD*P

crystal either at 0/2 -0.2 or 10.4 MHz (modulation index: 1.0). The pump beam has a cz
power of 28 mW and is frequency shifted by A/2ir-80 MHz using an acousto-optic

modulator to avoid undesirable feedback into the laser; accordingly, the probe and pump

resonances are all shifted by -4/2. The ring dye laser is phase-locked to a reference cavity

at a wavelength of -5790A and possesses a 300 Hertz rms laser Unewidth in short term. 6

The laser tracks the reference cavity as it is swept, producing at resonance heterodyne beat

signals at two PIN diodes which monitor probe and pump beams simultaneously. The

detector output is demodulated with a double balanced mixer.

C- .

Oscilloscope traces of the probe and pump signals for an isolated 12 transition are

shown in Figs. (3) and (4) both in absorption and dispersion for the case f2/2r-40.2 MHz.

These observations clearly reproduce our theoretical predictions 7 (which assume

SI/2ir-40.2 MHz, T2-0.2 lsec, and r/2v'-1/2iT 2-0.8 NHz HWHM) in the number of

features which appear and their spacing and in the lineshapes including their phase, relative

.......... .."""""" """".................... ...."" "" " " ' """""".--" "-" .n,' .-"".", --...." " ",--.-,-.---.","*"""""""""" n .-.- n.-"- . ".1" 'l~l.,""
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What resonances then are to be expected when the pump beam is monitored instead of

the probe? The solution7 in this case also takes the form of a heterodyne beat signal,

4t2 2, ooTB(t) > l6rNg4Ejw2 J0 (M)J1 (M) ,-. ..

xO[ [(s-12)2 + lT11[(8+ 12)V+ l1T] ".2

2 Q/T2 ]!:":

[(8 -0/)2 + I/T2 ][( + ) 2 +l/T2] cos (Ut + 21 )

-(C/2) 2 + (IT2

2 /T2][(8 + /2)2  + /T][(8-0)' + 1/T2 I /T2'
2 2

[( _a)2+ (/2[S )2+ I/T2] ia+ ).()-.,'""
+-1 2]8 +l s2 (2 +

[(-0' + I JjU 02) + l/T2

where tan$ -l/(2T 1 ). Nonlinear resonances, which interestingly occur to the same order E4

as in (3), appear in absorption (Fig. 2a) and dispersion (Fig. 2b) at 5-±:0/2, +±0. We can -..

decompose, for example, one of these four-wave interactions into a resonant one-wave " =

process where a o- z-n()21 and a resonant three-wave process for the same velocity group:. ....-

vzwhere three of the applied fields stimulate absorption twice at frequency 'o and emission ' " ' :

at o+Q such that ( o-kVz) - ( o+0-k'vz) + (uo+k'Vz)- 2 1. The four-wave resonance

8=-U/2 follows from these two conditions. Similarly. a second four-wave interaction'.."

sin~"% (at + )o4

requires that (2+][-kVz)- 2 1 and ( 8 +0-k~z) ('&-kVz) + (ao+kz)-'21 to yield

the four-wave resonance 8-1. These are coherent four-wave interactions that are order..

responsible for generating a heterodyne beat signal in a pump beam which otherwise woud

at W, " such that w *kz - ","kz + "-= Th fra resonance
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Phase modulation produces pairs of sidebands of opposite phase that are balanced in the

absence of absorption or phase shifts. However, when a sideband is partially absorbed, the

probe beam displays a heterodyne beat signal of the form 7

< Bo(t) > - - l1rNg4E;Ew,"T{/rT 2 ) 1 M) . )/a

X / 2 - 82-(G2/2) 2 +r 2  )Cos atxd8 82 +r [(_a/2) 2 +i 2 ][(8+ g/2)2  2]
+r +r+r

_ra in at (3)U~-n'+ r1{ a a/-2) + r --

where the bracket < > denotes an average over the inhomogeneous Doppler lineshape,

I 42 T '2 )1 /2
- (l + 4g 12 1TT ,E T1 and T2 are the populationam-21- O  2 (a+-/- 2 ), a = -

and dipole dephasing times, g=- 1 2 , 012 is the transition matrix element, N is the

population density, w° is the population difference of levels 1 and 2 in the absence of the

applied fields, and J. is a Bessel function of order n. Equation (3) is derived from the

density matrix equations of motion using perturbation theory and is equivalent to a rate

equation solution. Equation (3) exhibits nonlinear resonance features as the laser frequency

W is tuned, either in absorption (Fig. la) at 8-±l2/2 or in dispersion (Fig. 1b) at 8-0,

t12/2. The resonance conditions for absorption also follow simply by noting that at

resonance a particular velocity packet vz interacts simultaneously with the pump field

(satisfying wo =w21 kvZ) and the appropriate sideband (satisfying (ot9-,21kvz). Thus,

the probe sideband samples the hole burned by the pump, and to this order of approximation,

coherence effects do not enter.

~ p .-. ~o°..,
,", .+ ", .. % "."". ,..' :.° r': ,, -".,"".". +.,") + •" -" ,,"".'%°"."".""- ". "-.'.'-"' " " 
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An optical phase modulation technique1 was introduced recently that allows sharp

nonlinear atomic resonances to be detected with low noise. 2 ,3 The method also has been

applied successfully to phase locking a laser to a reference cavity, providing laser linewidths

as narrow as -100 Hertz.4 "6  These two developments in combination set the stage for

establishing new levels of precision in optical spectroscopy. There is interest, therefore, in

fully characterizing the basic nonlinear optical interactions which occur when atoms are

subjected to phase modulated light waves.

In a previous article, 7 we developed a theory of phase modulation spectroscopy that

predicts two classes of nonlinear atomic resonances. One can be described in terms of rate

equations or hole burning arguments and indeed was observed and discussed previously. 2 3

Another emerges from coherent interactions which are now verified in this communication.

Our previous theoretical model 7 assumes a collection of two-level atoms, with

frequency splitting "w21, capable of undergoing an electric-dipole transition 1-2 under the

action of an intense pump field

El(zt) - E1 ei(t+kz) + c.c. (1)

and a weak counter propagating collinear probe field

Eo(z,t) - E e (Wt-kz) eiY(t) + c.c. (2)

that is phase modulated at frequency 11 where the phase

'F(t) - M cos at.

I'"..
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COHERENCE PHENOMENA IN PHASE MODULATION LASER SPECTROSCOPY *

Ralph G. DeVoe
Richard G. Brewer

IBM Research Laboratory
San Jose, California 95193

ABSTRACT: The technique of phase modulation laser spectroscopy is used to detect a
coherent four-wave interaction in 12 vapor. A phase modulated probe beam induces in the
sample an oscillating population which in turn modulates a counterpropagating pump beam
that reveals a characteristic two resonance spectrum. The observations fully confirm an
earlier density matrix calculation.

*Work supported in pqrt by the U.S. Office of Naval Research.
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Figure 4. Theoretical absorption (upper curve) and dispersion (lower curve) linesbapes

I for a Fabry-Perot cavity subjected to a phase-modulated laser beam where detection is in

reflection, Eq. (4.12). The frequency axi 'A-"'W The transmission lineshape simply

reverses sign as (4.13) indicates. Parameters: Q-w3O (2v, radians jAsec 1l), and

r- Asec.
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Figure 3. Observed 12 absorption (upper) and dispersion (lower) Iineshapes of the phase
modulated probe beam. Compare Fig. 1. -

Figure 3. R.G. DEVOE et al
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AM

Figure 4. Observed 12 absorption (upper) and dispersion (lower) lineshapes of the pump
beam for the same transition shown in Fig. 3. Compare Fig. 2.

Figure 4. R.G. DEVOE et al
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LASER SPSCTROSCOPY OF SOLIDS"

Ritr d 0. Brewer
Ralph 0. DeVos

IBM Research Laboratory
San Jose, California 95193, U.S.A.

ABSTRACT: Remarkably narrow optical homogeneous linewidths of the order of 1 kHz

have now been observed in low temperature zero-phonon transitions of dilute impurity ion

crystals, such as Pr3 + in LaP3 . Novel nonlinear optical resonance techniques have been

devised for this purpose using ultrastable phase locked cw dye lasers where the measurements

are performed either in the frequency domain (hole burning) or in the time domain (coherent

optical transients). These studies effectively bring the Mossbauer effect into the optical

region. Hence, the observed linewidths are no longer limited by inhomogeneous strain

broadening (-5 GHz) or even by static local fields due to neighboring spins (-100 kHz).

- .- However, weak magnetic field fluctuations from local spins are readily detected. As an

example, spin decoupling and line narrowing, which are well known in NMR, are observed in

an optical transition of Pr3 +:LaF 3 at 2°K where the 19 F. 19F dipolar interaction is quenched

and the optical linewidth drops from 10 to 2 kHz, clearly demonstrating the spin broadening

mechanism. Results will be discussed in terms of a Monte Carlo line broadening theory.

*This work is supported in part by the U.S. Office of Naval Research.
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INTRODUCTION

Solids have long played an important role in the development of laser physics. Indeed,

the first laser was a solid state device, namely, Maiman's ruby laser.1 Shortly thereafter the

field of nonlinear optics commenced when Franken et al 2 transformed a ruby laser beam

into its second harmonic by passing it through a quartz crystal. And the first coherent

optical transient effect, the photon echo, was detected later in ruby by Hartmann et al.3

Laser spectroscopy,4 on the other hand, has been concerned largely with atomic and

molecular systems in the gas phase, and it is only recently that the new techniques of laser

spectroscopy have been applied to solids. Within the last three years, for example, it has

become clear that the optical homogeneous linewidths of certain rare earth impurity ion

crystals can be exceedingly narrow, the order of 1 kilohertz or less. 5 7 These zero phonon

transitions are the optical analogs of the Mossbauer effect. Such narrow linewidths suggest a

number of new precision measurements, either in the time or frequency domain. In the time

domain, coherent transients can be examined to reveal new aspects of the dynamic

interactions occurring in solids. In the frequency domain, the structural details of solids can

be probed as in nuclear magnetic resonance. Also, the possibility of developing solid state

optical clocks exists and with it the potential for testing fundamental theories, such as the

general theory of relativity.

In this article, I will restrict the discussion to recent dynamic studies of the optically

active impurity ion Pr3+ in a host crystal of LaF3 at -2*K. This study tests our

understanding of the Pr3+ optical linebroadening and dephasing mechanisms, which are

largely magnetic in origin, through such experimental optical techniques as free induction

decay5 and magic angle line narrowing. 6 This work has advanced recently to a new level of

precision due to the development of a highly stable tunable ring dye laser that possesses a

- * b. - * '
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linewidth of about 300 Hertz.8 On the theoretical side, our success with Monte Carlo

calculations of linebroadening in Pr3 +:LaF 3 will be reviewed. 9 Even more recently, we have

been encouraged by an analytic treatment which explains the main features of linebroadening

in this impurity ion solid and reveals as well limitations in the use of the optical Bloch

equations for the case of solids. 10

FREE INDUCTION DECAY THEORY

The two moat important methods for measuring optical dephasing times have been the

photon echo3 and free induction decay (FIM), 11 which we now consider. The simplest

model is that of a collection of two-level atoms which are resonantly excited (prepared) by a

coherent light wave. The atoms thereby are transformed from an initial stationary state to a

superposition or mixed state which displays a time-dependent behavior both during the

preparation stage and afterwards. Once the excitation is removed, the system freely radiates

a coherent beam of light in the forward direction-the free induction decay effect. The atoms

are perturbed of course by various time-dependent interactions which get them out of phase

and produce a camped emission. An example of FID in Pr3 +:LaF 3 is shown in Figure 1.

BLOCH EQUATIONS

To interpret the observed decay rate, various theoretical models can be applied. We

begin with the Schrodinger equation of motion in density matrix form

i0l - [H,p] + relaxation terms (1)

which will be used to derive Bloch equation solutions12 for a two-level atomic system before

proceeding to more advanced cases. The Hamiltonian

H -Ho + H, " "

Ho -

.--- - -.. .... . . .. . . :. ,. ."......': :. ... -.. '" .: .' .'.'. .". -" - .. ."-'-
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contains the free atom part H0 with eigenenergies

E- Aic (-1,2)

where "'21 - W201 and the index 2 labels the upper state and 1 the lower state. In the ".

presence of a light wave

E(z,t) - Eo cos (Ot - kz) ,

the atom undergoes a transition 1 2 due to the atom-field interaction

H, - -i s E(z,t)

where the electric dipole matrix element is

A 1 2 = < 1 1 , 2 > .. . .-

The equations of motion for the slowly varying terms become

P12 - (-IT2 + iA)p 1 2 + IiZ(P22-PI)
2 i((p22-p1 ) (o 2)

-- 1 -(p2 2 -p 1 )/T + (pI2 -Pl 1 )/Tj + iX(P12-P 2 1) (2b)

with the definition

-- i(O-kz)
P12 -P1 2 C .

and neglecting nonresonant terms. Here, the Rabi frequency X and the tuning parameter A

are defined by

X A 12 E0/! and + - a + -- 21

where a is a shift in the transition frequency "l due to an inhomogeneity in the local

environment, Le., static magnetic or crystalline Stark fields in the case of Pr 3 +:LaF 3 .

3,o
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In the optical Bloch model, the decay behavior is introduced in (2) by

phenomenological population and dipole decay times T, and T2 as in NMR. Thus, with the

defiitions

U - P12 + P2 1 , v - i(p21 -p2), and w -P22-Pl

we cast (2) into the Bloch equation 13

r . jxB
dt

which describes a precessional motion of the Bloch vector B about an effective field with

components

B - iu+jv+kw,

- ix+kA.

This is mathematically equivalent to a spin precessing in a magnetic field.14  ..

Bloch equation solutions are derived from (2) using a Laplace transform technique 15

and yield for the steady-state preparation

12(0) - .ix(-iA + 1/T2)(p 2-p 11)/2
;12(0)2+1 2Ta + 2 /T2 +xT/T 2

At time t-O, the excitation ends and the FD begins because the laser frequency is switched

suddenly to a new value (l ,2'). The FD solution follows from (2a) as

p 12 (t) - p 2 (0)e(- /T2+i ' ) t  t>O (4)

The FD expressed as a field amplitude h

E(2 - E12(z,t)ei-2( 8 + C.C.
r ..
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obeys Maxwell's wave equation

5E 12  - -2VikNL&12 <P 12(t)>

where the bracket

<P2(t)> - g(&)P 1 2(A,t)d& (6)

denotes an average over a Gaussian inhomogeneous lineshape g(A). e-(A/.) The observed

FID signal appears as a heterodyne beat

F(t) - ! 2 + c.C. (7)

due to the laser frequency switch U-0' at t-0, a process which terminates the excitationof

the initially prepared packet and allows sensitive detection of the free precession signal with

low noise. Omitting trivial factors, the resulting FID Bloch solution is of the form

F(t) X2 1- 1 )e-(/T2)(+Vl+x~lT 2 ) cos (- ')t. (8)
V + x rT-2

,-.'"'"'.-..

The preexponential factor displays a nonlinear intensity dependence in contrast to NMR

where FID is a first order process due to the small inhomogeneous broadening. Similarly, the

damping term in (8) exhibits power broadening through the term x 2TIT2 where T>>T2 in

Pr3 +:LaF 3. In the limit X2TIT2<<, the decay time becomes 1T2.

While the Bloch theory has played an important role in NMR and quantum optics, it

also is limited in that it ignores the details of the basic dipolar interactions such as Pr3 +-F

and F-F which broaden the Pr3+ optical transition. It also ignores the presence of a frozen

core of fluorine nuclei surrounding each Pr3+ ion. the LaF3 crystal structure, and the

dependence of inewidth on the Pr 3 + (1=5/2) magnetic substrate. Before considering the
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Monte Carlo calculation which overcomes these difficulties, let us consider the current status

of the experiments.

FREE INDUCTION DECAY EXPERIMENTS

The optical Pr3  transition of interest is 3H4 -P1D2 which lies conveniently in the

yellow region at 5925A. Due to the low electric field site symmetry (C2 ), all electronic

degeneracy is removed. Thus, for the ground electronic state 3H4, there are 2J+-9 Stark

,split .inglet states with splittings of order 50 cu "1 . Consequently, as noted by Bleaney 1 6

and by Teplov, 17 all first order magnetic hyperfine interactions vanish in the absence of an

external magnetic field. The nuclear quadrupole interaction and the second order magnetic

dipole hyperfine interaction generate three doubly degenerate hyperfine states for each Stark

split singlet (Iz=4.5/2. ±3/2 and t 1/2 since 1-5/2) with splittings of the order of

10 MHz. Only the lowest crystal field Stark split states of 3H4-I D 2, the zero phonon line, .

are examined. Hence, three equally intense optical transitions occur,

Z. tz-45/2- ±5/2, ±3/2- ±3/2, and ±1/2-- ±1/2, and overlap because of the

large inhomogeneous strain broadening of -5 GHz.

The technique for observing optical FID relies on laser frequency switching1 8 as shown

in Figure 2.5 The external beam of a phase-locked ow ring dye laser of high frequency

stability passes through an acousto-optic modulator prior to exciting a 0.1 at.% Pr3 +:LaF 3

crystal which is immersed in liquid helium at-1.6K. A single packet of P43 + ions within

the inhomogeneous lineshape is coherently prepared by a laser beam (-5 mW at the crystal)

when the modulator is driven by a 110 MHz rf source which is gated on for a 400 usec

period. FID follows when the rf frequency -is switched suddenly from 110 to 108 MHz and

is detected by a photodiode as a 2 MHz heterodyne beat signal in transmission.

.......................- -. i...-. .°-..°o'

. . . . . . . . . . . . . . . . . . .. . . . . . . . °
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LASER PHASE LOCKING

To detect ultraulow dephasing times by FID, the laser frequency must remain fixed .-

within the Pr3 4 homogeneous linewidth for the preparation interval -T 2 , otherwise the

observed decay merely reflects laser frequency jitter. Figure 3 shows a phase modulation

technique for phase/frequency locking a ring dye laser to a reference cavity. The method,

which was proposed by Drever, has yielded laser linewidths as narrow as -100 Hertz. 19' 8 A

prt of the external beam of the laser is phase modulated by passing it through an

electro-optic crystal that is driven continuously by a 40 MHz rf generator, and the beam

then strikes an acoustically isolated 50 cm confocal reference cavity having a 1.5 MHz

bandwidth. The laser field now contains pairs of sidebands located symmetrically about the

center frequency. When the center frequency coincides with a mode of the reference cavity,

the central component will be stored in the cavity for its ringing time while the sidebands will

be reflected at the end mirror. For this condition, the reflected light and some of the stored

light which leaks out of the cavity will produce at a photodiode two heterodyne beats of

opposite phase which just cancel. If, however, the laser phase or frequency fluctuates, this

balanced condition will be upset because the stored light retains memory of the laser's

frequency at a previous instant while the reflected light monitors the instantaneous laser

frequency. In this circumstance, the two heterodyne beat signals no longer cancel but

produce an error signal in a fast high gain servo loop that drives the laser frequency to a

stable operating point.

Important advantages of this method are (1) Laser amplitude noise can be reduced to

the shot noise limit because the beat frequency can be selected in a region where the laser

noise is low and because the balancing technique automatically eliminates laser noise not

associated with the error signal. (2) The response time of the optical cavity is fast in the

• .... .. ... , . , -.. .,.... , -,....... ... .,.... ,..,.. ... . ..... ,..._. , "..'.. ..-..-... .-,.-....y .. '. :....-;, .,.....-,-.,- -. .:,'?_.'.
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reflection mode allowing a large servo loop bandwidth and thus a narrow laser linewidth.

(3) The heterodyne beat error signal can be monitored in a dispersion mode (Figure 4)

which offers a sharp discriminant and locates the lock point at zero amplitude, independent

of the size of the error signal. In Figure 4, the phase-locked laser beam is monitored with a

second 50 cm confocal cavity and shows that the laser Unrwidth is no larger than 300 Hertz
rini-

The phase modulation technique can be used also for detecting low amplitude noise

lineshapes (hole-burning) under steady-state conditions as demonstrated initially by

Bjorklund.2 0 2 1 In combination with a laser of high frequency stability, extraordinarily high

resolution optical studies can now be performed in solids.

DATA ACQUISITION

The realization of tunable lasers of high frequency stability, assures that FID or other

coherent transients with long optical dephasing times can be monitored reproducibly with

high precision. Figure 1 shows the excellent fit of a damped cosine function which is

overlayed on 400 experimental points of the Pr 3 +:LaF 3 data. In fact, the two curves cannot

be distinguished and the residuals indicate that the decay time can be determined to an

uncertainty of less than 1%. The experimental points were acquired from an analog signal

using a transient digitizer, and the data was stored in an IBM Personal Computer and then

transferred to an IBM 3033 computer for least squares analysis, graphics or other data

handling.

MAGIC ANGLE LINE NARROWING

The FID technique offers a way of measuring the optical homogeneous linewidths of a ..

solid such as Pr3+:LaF 3 without the influence of inhomogeneous broadening. Thus, in

,*"" "", -" " """"""... . . * * " * .,*' -""- -- - """""" .,' ...''' .""" """ . .'. " "". . .,:.,- ,.,, ,-" . " "
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Figure I the linewidth is about 10 kHz HWHM, i.e., about the same magnitude as that

encountered in NMR. What is the broadening mechanism? The 1D2 radiative lifetime of

0.5 msec sets a limiting value of 160 Hertz HWHM; phonon-ion interactions at 1.6*K are

negligible at this point in time as are Pr3+-Pr3+ interactions in the dilute samples studied.

The dominant effect is the fluctuating part of the Pr-F magnetic dipolar interaction.

The dipolar mechanism has been demonstrated convincingly by an optical magic angle

line narrowing experiment 6 which we now discuss. The pulse sequence is shown in Figure 5

and involves not only laser frequency switching for producing FID but the simultaneous

application of an rf pulse in near resonance with 19 F nuclei. The basic idea is that pairs of F

nuclei throughout the crystal undergo mutual spin flips which produce a fluctuating magnetic

field at each Pr3 + site. The 1D2 and 3H4 states of Pr3+ fluctuate in energy correspondingly

and thus the optical transition broadens. With a suitable rf field applied, the F precessional

motion about its effective field tends to average out the F-F dipolar interaction and as a

result the Pr-F dipolar interaction is quenched (see Figure 6). This effect can be viewed as

a kind of motional narrowing. A detailed theory, which is given elsewhere, 6 predicts that the

Pr 3 + linewidth is given by

A(P) AP'(O) cos P -L(3 COS 2p - 1) (9)
2

where P=tan'1(YFBx/AF) is the angle that the effective field of the F nucleus makes with

the z axis in its rotating frame, B. being the rf field amplitude. From (9), we see that the

Pr3 + linewidth should drop to zero when P-ir/2, the F resonance condition, and

P-cos "1 (Y/), the magic angle condition. In practice, the linewidth drops from 10 to

2 kHz, but the measurements should be repeated using the improved phase locked laser to

determine the origin of the residual width. Figure 7 shows that the experimental results
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uree rather well with Eq. (9) and thus unequivocally verifies the magnetic dipolar

roadening mechanism.

4ONTE CARLO THEORY9

We now require a more detailed theory of linebroadening than the simplistic TV, T2

lescriptioa of the Bloch equations. We first replace Eq. (2a) by

P12 -(-T +'i(A + awi(t))P 12 + W-j x2p-p 1 1) (10)

where the Pr+ transition frequency fluctuates as

8~() -Y 1 y') 3A 3co IkSkz(t) (11)L
k r

lue to random flipping of the fluorine spin Sz(t) arising from F-F mutual spin flips which

Lffect the secular part of the Pr-F dipolar interaction. Here, the F spin is labeled S and the :
)r spin 1, the population decay term y -j'Y + Y2 ), and the gyromagnetic ratio of the ID2

I II .2

Lnd 3HstesaeV and y.The IFID solution of (10) now assumes the form

-<p,2(0) exp [(--y + iA)t + ift~w(t')dt']> (12)

rhe quantity p12 (t) involves the phase history of a single Pr ion and therefore must be

iveraged over the distribution of frequency fluctuations occurring at different Pr + sites both

luring the preparative period t:50 and afterward tz0. In addition, averages are to be

performed over the local inhomogeneous static magnetic and crystalline Stark fields.

The following assumptions enter into the calculation. (1) The sudden jump

ipproximation of the kth fluorine spin Skz(t) assumes that it can have only two values + 1/2

iad -1/2 and that it jumps instantaneously between these two values at random times and



dtions in the lattice at an average rate W. (2) The LaF3 crystal structure (P3Cl-Dld) is

umed for the nearest 125 unit cells (2250 fluorines) surrounding a Pr site. (3) The c axis

the LaF 3 crystal is parallel to an external magnetic field. (4) The number of fluorine spin

s per unit time follows a Poisson distribution.

The resulting computer program is not only capable of generating the Pr3+ optical

nogeneous liziewidth but the static magnetic inhomogeneous linewidth as well. Table 1

amarizes these calculations and the current experimental results. For an rf transition of

i3 H4 Pr
3+ ground state, a value of 82 kHz is obtained for the inhomogeneous magnetic

)adening which compares favorably to a Van Vleck second moment calculation and to

dcally detected rf measurements for external fields in excess of the local field of 16G.

Notice in Figure 8 that the optical dephasing time is rather insensitive to the assumed

orine mean flip time T. Actually, the parameter T need not be assumed, but rather it can

calculated from the method of moments 2 4 to be T- 1 0T2-170 psec which yields a

psec (16.8 kHz) dephasing time compared to the experimental value 15.8 pssec

). kHz). The agreement is unusually good by the standards of previous theories

isidering that the discrepancy is only 15%.

Other conclusions emerge from these studies largely due to the fact that only a few

orine nuclei, those close to the Pr3 + site, are found to contribute to optical dephasing.

r example, our lattice size of 2250 fluorine is about two orders of magnitude larger than

:essary. Secondly, the small number of fluorines required implies that correlations

.ween nearby fluorines do not strongly affect the optical inewidth. Thirdly, the static

magnetic moment can polarize the nearest neighbor fluorines and detune them from the

Ik fluorines so that they are incapable of undergoing spin flips. This frozen core effect,

.~~~~~, . ....
,
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* which is well known in ESRt, reduces the Pr+ linewidth from the value it would have if the

nearest neighbors were also flipping. Inclusion of the frozen core model in the Monte Carlo

* calculation shows, contrary to intuition, that the optical linewidth varies slowly with the Pr3+

Pr*magnetic moment &z-fz/ or magnetic substrate [z.

* GAUSSIAN MODULA~ION MODEL

Very recently, we have attempted to obtain analytic solutions for the optical dephasing

* problem using a Gaussian modulation model. This approach, which will be reported

- elsewhere, 10 has enjoyed some success and should be a useful method in the future for

Z describing the nature of optical dephasing in these many body systems.
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TABLE 1. Linewidths of 14 1pr in LaF3 Due to Magnetic Broadening

Transition Method Linewidth FWHM (kHz)

Inhomogeneous

±fAz 1) Monte Carlo theory 82
Van Vieck second moment 84.5
cw rf-optical, double resonance 22

if 1/2-.3/2 Ola(lOb
Jf'=3/2.oS/2 200± 10a(-100)b

Optically detected rf transients23
1Z=i3/25/2 230*25'

Homogeneous
optical (3H4... ID2) Monte Carlo theory 16.8

(W-)FID experiment5  2 0 .2 b

aEarh's magnetic field :
bStatic external field 2:16G



_ .. ,. .. .. ,- - .'...-* . - .. . .. r.. ,-.- ._ .. _ . - - ' . " - " .-

14

REFERENCES

1. T. H. Maiman, Nature 187, 493 (1960). -

2. P. A. Franken, A. E. Hill, C. W. Peters and G. Weinrich, Phys. Rev. Lett. 7, 118

(1961).

3. N. A. Kurnit, I. D. Abella and S. R. Hartmann, Phys. Rev. Lett. 13, 567 (1964).

4. See for example Laser Spectroscopy V, edited by A. R. W. McKeller, T. Oka and

B. P. Stoicheff (Springer-Verlag, New York, 1981).

S. R. G. DeVoe, A. Szabo, S. C. Rand and R. G. Brewer, Phys. Rev. Let. 42, 1560

(1979).

6. S. C. Rand, A. Wokaun, R. G. DeVoe and R. G. Brewer, Phys. Rev. Lett. 43, 1868

(1979).

7. R. M. Macfarlane, R. M. Shelby and R. L. Shoemaker, Phys. Rev. Lett. 43, 1726

(1979).

8. R. G. DeVoe and R. G. Brewer (unpublished).

9. R. G. DeVoe, A. Wokaun, S. C. Rand and R. G. Brewer, Phys. Rev. B23, 3125

(1981).

10. E. Hanamura, R. G. DeVoe and R. G. Brewer (to be published).

11. R. G. Brewer and R. L Shoemaker, Phys. Rev. A6, 2001 (1972).

12. R. G. Brewer in Frontiers in Laser Spectroscogv, Les Houches Lectures

(North-Holland, New York, 1977), p. 341.

13. F. Bloch, Phys. Rev. 70, 460 (1946).

14. R. P. Feynman, F. L Vernon and R. W. Heliwarth, I. Appl. Phys. 28, 49 (1957).

15. A. Schenzle and R. G. Brewer, Phys. Rev. A..i, 1756 (1976).

16. B. Bleaney, Physica (Utrecht) 69, 317 (1973).

;.-.. '. . .., ** * ., , . ** ., ,,._.; - •.., .* . . . . . . .~ . *.......:.% %.S



. . . .. ..- * .-.

15

17. M. A. Teplov, Zh. Eksp. Teor. Fiz. 53, 1510 (1967) CSov. Phys. JETP 26, 872

(1968)3.

18. A. Z. Genack and R. G. Brewer, Phys. Rev. A17, 1463 (1978); R. G. Brewer and

A. Z. Genack, Phys. Rev. Lett. 36, 959 (1976).

19. R. W. P. Drever, J. L Hall, F. V. Kowalski, I. Haugh, G. M. Ford and A. Munley r

(unpublished).

20. G. C. Bjorkiund, Opt. Lett. 5, 15 (1980); G. C. Bjorklund and M. D. Levenson, Phys.

Rev. A24, 166 (1981).

21. The theory of phase modulation laser spectroscopy is described in A. Schenzle,

. G. DeVoe and R. G. Brewer, Phys. Rev. A25, 2606 (1982).

22. L E. Erickson, Phys. Rev. BI6, 4731 (1977).

23. R. M. Shelby, C. S. Yannoni and . M. Macfarlane, Phys. Rev. Lett. 41, 1739 (1978).

24. N. Bloembergen, Physica (Utrecht) 15, 386 (1949); L J. Lowe and S. Gade, Phys. Rev.

156, 817 (1967).



16

FIGURE CAPTIONS

Figure 1. A computer plot of 400 points of optical FIM of 0.1 at.% Pr3 +:LaF 3 at 1.60K.

The experimental data are overlayed on a damped cosine, and the residuals indicate that the

dephasing time of 5.10 Msec has an uncertainty of less than 1%. The signal is power

broadened.

Figure 2. Acousto-optic modulator laser frequency switching technique for observing

coherent optical transients such as FID and photon echoes.

Figure 3. Schematic of apparatus for phase-locking a cw ring dye laser. The sample and

detection circuit to the right show how narrow hole burning signals can be detected by phase

modulation spectroscopy with basically the same apparatus.

Figure 4. Top two traces: Experimental dispersive lineshape of a phase-locked laser beam

(40 M]& modulation frequency) as seen by a frequency swept 50 cm confocal cavity in

reflection. The laser beam is phase locked to a second 50 cm cavity and exhibits in the third

trace, where the first cavity is not swept, a 300 Hz rms laser linewidth.

Figure 5. Magic angle pulse sequence showing the laser field frequency shift and the F spin

deoupling radio frequency field with time. The Pr3+ ions are coherently prepared by the

laser field in the initial 200 sec interval and then exhibit optical FID when the laser

frequency is suddenly switched 2 MHz at t-200 Asec.

.- ,
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Figure 6. Optical FI3D in 0.1% Pr3 +:LaP. at 1.8K in the presence of a static magnetic

field Bow13OG~c axis: (a) with no rf field where T2 = 15.6 psec (10.2 kHz) and (b) nde

mai nl odtoswith an rf field B~2Gwhere T266psec (2.4 kHz). b

Figure 7. Pr+ optical Iinewidth versus angle expressed in degrees. Solid circles: *y

experimental points for the case BO 1300 c caxis and B. 25G. Solid curve: Eq. (9)

with frequency offset of 3 kHz included for residual broadening.

Figure 8. The Pr+ optical dephasing time versus the fluorine mean flip time T. The optical

FMD result is 15.8 ptsec and the theoretical fluorine spin flip time T=170 jisec.

.4 .1
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FIGURE CAPTIONS

Figure I. A computer plot of 400 points of optical FID of 0.1 at.% Pr3 +:LaF 3 at 1.6K.
The experimental data are overlayed on a damped cosine, and the residuals indicate that the
dephasing time of 5.10 psec has an uncertainty of less than I%. The signal is power
broadened.

Figure 2. Acousto-optic modulator laser frequency switching technique for observing
coherent optical transients such as FID and photon echoes.

Figure 3. Schematic of apparatus for phase-locking a cw ring dye laser. The sample and
detection circuit to the right show how narrow hole burning signals can be detected by phase
modulation spectroscopy with basically the same apparatus.

Figure 4. Top two traces: Experimental dispersive lineshape of a phase-locked laser beam
(40 M1z modulation frequency) as seen by a frequency swept 50 cm confocal cavity in
reflection. The laser beam is phase locked to a second 50 cm cavity and exhibits in the third
trace, where the first cavity is not swept, a 300 Hz rms laser linewidth.

Figure 5. Magic angle pulse sequence showing the laser field frequency shift and the F spin
decoupling radio frequency field with time. The Pr3 + ions are coherently prepared by the
laser field in the initial 200 psec interval and then exhibit optical FID when the laser
frequency is suddenly switched 2 MHz at t-200 jssec.

Figure 6. Optical FM in 0.1% Pr3 :LaF 3 at 1.S°K in the presence of a static magnetic
field B0 13Ol±tc axis: (a) with no rf field where T2 m15.6 psec (10.2 kHz) and (b) under
magic angle conditions with an rf field Bm25G whoe T2 -66 psec (2.4 kHz).

2F
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Figur 7. ?r3+ optical linewidth versus angle expressed in degrees. Solid circles:
expermental points for the cameBO -al3OG I caxis and B. =25G. Solid curve: Eq. (9)

with frequency offset of 3 kHz included for residual broadening.

Figure 8. The Pr3 + optical dephasing time versus the fluorine mean flp time T. The optical
FM result is 15.8 psec and the theoretical fluorine spin flip time T= 170 Asc.
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FIGURE CAPTIONS

Figure 1. Raman heterodyne NMR signals of the Pr3 +:LaF 3 
3H4 ground state spin transitions

(a) Iz=1/ 2... 3 /2 in absorption and (b) 3/2-5/2 in absorption and dispersion for HO-OG.

Figure 2. Schematic of the experimental arrangement for Raman heterodyne detection of cw
or pulsed NMR.

Figure 3. Computer plot of Raman heterodyne detection of spin echoes for (a) the 3
(3/2-5./2) spin transition where Horci0G, H 1 -12G, the pulsed delay time r=15 Asec, and
the rf pulse widths are 1.8 and 3.0 Asec and (b) the ID2 (3/2-..5/2) spin transition where
H0 =43G, H1 -23G, r-50 j~sec, and the rf pulse widths are 3 and 4 ,Asec. In (b), the echo
envelope is amplified - 10 x and an arrow marks its center.

. .. .. .. .. .. . . . . . . . . . .
. .. . .. . ... . .
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TABLE I

Raman detected quadrupole splittings (P) and linewidths (PI/2) for the lowest Stark split states
of 3H4 (ground state) and ID2 of Pr3+ (0.1 at %):LaF 3 in the earth's magnetic field.

Iz .4z  v (M/Hz) ,1 /2 (kHz, FWHM)

3 H4 (1/2-4/2) 8.470±0.005 159±5

3I4 (3/2-5/2) 16.677±_0.003 160.5±1

3H4 (1/2-5/2) 25.150±0.003 259±8

ID2 (1/2.,4/2) 3.724±0.006 46.5± 1

ID (3/2.-5/2) 4.783±0.001 45.3±2.6

.....-..-

...........
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and 20±2 kHz for the ID2 (3/2-5/2) and (1/2-.,it/2) lines (H>30G). By comparison,

rf-optical double resonance gives 19 kHz for the 16.7 MHz transition8 and photon echo

measurements 12 for 3H4 -. D2 yield 14 kHz. Furthermore, we can conclude using Table I

that the magnetic homogeneous and inhomogeneous widths are comparable in the ID2 state

3Hintei stt.Vr rd_;,.:w--cited andwhereas the inhomogeneous width dominates in the 3H4 stae. Very . e

ground state inhomogeneous linewidths scale as yz. However, to understand these

comparisons more fully and to relate them in a self-consistent way, we plan to extend our

earlier Monte Carlo line broadening theory. I I

This brief article touches but a few examples. It is clear, however, that the full range of

cw and pulsed NMR experiments can now be explored with equal facility in normal and

optically excited low temperature impurity ion solids. In addition to Pr 3 +:LaF 3, similar

measurements have been conducted on Pr 3 +:YAIO 3 and atomic gases.13 7

We are indebted to D. Home and K. L. Foster for technical aid. One of us (N.C.W.)

acknowledges support of a Hertz Foundation Graduate Fellowship. This work was supported

in part by the U.S. Office of Naval Research.
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seems to depend in a complicated way on the optical pumping cycle, the rf sweep rate (range:

1 MHz/10 msec to 1 MHz/60 sec) and whether one or two hyperfine transitions are excited

in the same sweep.

Table I summarizes the Pr3 + quadrupole splittings and amplitude linewidths observed in

the earth's magnetic field. These values are uncertain by at most a few kHz and thus reduce

the error in previous measurements 5 ,7"9 by a factor of 5 or more. The 1D2 linewidths,

compare favorably with Whittaker et al.5 (60±20 kHz FWHM) and are significantly smaller

than that of Erickson's (200±50 kHz) 9 which is limited by laser frequency stability. The 3H4

values of Erickson 7 (180±10 kHz) and that of Shelby et al.8 (230 kHz) appear to be power

broadened. We find that the Table I linewidths decrease by -30% when a dc field HO>50G

is applied, bringing them into closer agreement with our 3H4 Monte Carlo (82 kHz) and

second moment (84.5 kHz) calculations.1" From the splittings and numerical eigenenergy - "
solutions of the Pr3 + quadrupole Hamiltonian jQ DRI(I + )/3] + E(_12), we

obtain for the 3H4 state D-4.1795±0.0013 MHz and E-0.154±0.004 M.Hz

(ii-0.111±0.003) while for 1D2 D=1.2921±0.0009 MHz and E-0.305±0.001 MHz

(71=0.708±0.002).

We also have detected two-pulse spin echoes, as well as nutation and free induction

decay, in each of the four quadrupole transitions. Figure 3 shows spin echoes for the

3H4 (3/2-5/2) transition in a dc magnetic field H0 -OG and for the ID2 (3/12-4/2) line in

a field H0 -50G that enhances the signal -10x and produces interferences among the Zeeman

split lines in the free induction decay following the initial two pulses and in the echo.

The ID2 excited state spin echoes are the first observations of this kind. For a field H0

parallel to the crystal a axis, the homogeneous linewidths (1/irT 2 ) FWHM derived from the

spin echo dephasing times T2 are 21±2 kHz for the 3H4 (3/2-64/2) line (H0 -OG) and 15±2

W.°. 
.
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The experimental configuration of Fig. 2 can be used for both cw and pulsed NMR

experiments. The cw beam of a Coherent 599 dye laser oscillating in the locked mode

(Iinewidth: 4 MHz pp) at 5925A excites the Pr3 + 3H 4 - -D2 transition by propagating along

the c axis of a 0.1 at % Pr3 +:LaF 3 crystal (3.5x3.5x2 mm3 ) with a beam diameter of

100 microns and power in the range 3 to 50 mW. Population loss by optical pumping is

circumvented by laser frequency sweeping (sweep rate: 400 MHz/0.5 sec) within the 5 GHz.

optical inhomogeneous lineshape. Radio frequency fields up to 30 Gauss and in the range

cw/2'-3 to 17 MHz are applied by a pair of small Helmholtz coils surrounding the crystal, as

in Fig. 2, where both are immersed in a liquid helium cryostat at 1.60 K. The coherently

generated Stokes and anti-Stokes fields result in a heterodyne beat signal of frequency

WM 112-19' 1 that is detected with a P-I-N diode and demodulated in a double balanced mixer

to yield absorption or dispersion lineshapes, Fig. 1(b), according to the rf phase setting . C

Since the signals are large, video detection is feasible, and furthermore the noise level is shot

noise limited because the heterodyne detection process, unlike previous optical-rf methods.

selects a frequency window where the laser noise is 108 x lower than the dc level.

Most of the features predicted by Eq. (1) are verified for the 3H4 and 1D2 quadrupole

transitions. Consider first the 16.7 MHz transition of Fig. 1(b) where (1) the HEI field

dependence is obeyed in the region of negligible power broadening, (2) the predicted (open

circles) and observed (solid line) iinehapes are essentially Gaussian, and (3) both absorptive

and dispersive lineshapes appear. The three-level model does not include, however, the effects

of optical pumping and laser frequency sweeping which dramatically increase the Pr3+

population difference (p 22 -p 1 ) above the unperturbed value of Eq. (1) and improve the

signal strength. In contrast, the lneshape of Fig. 1 (a) is not strictly Gaussian due largely to

the appearance of a symmetrical pair of lobes in the wings of the line. This curious effect

.. ...~~~~~~~~~~~~~~~~~~~~~.. •...•... •...'...... •...... +- .,+.'-'p.'•.',-, .+ •,.........•
*" - ' ",,.. .t .. .m ,.,-
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corresponding to the 14 and 2 4 transitions. This action generates coherent Stokes and

anti-Stokes fields which in lowest order yield a heterodyne beat signal of the form

20 0
IEI~at - _ aXXIX 2 (P2 2 -P1)

x e-lA/.) 2cos Wt Imw A21 + i'21 sin wt Rw A21 + 21(1)

where am- 2 kNLii/ ,p), k being the optical propagation vector, N the atomic number

density and L the atomic optical path length. The function1 0 w(z) - (i/2r)f" e dt/(z - t) L.

represents a convolution of an inhomogeneous Gaussian and a Lorentzian lineshape, with a*

the strain-broadened Gaussian linewidth for the optical transition, a3 the Gaussian linewidth

of the rf transition arising from static local magnetic fields, Y21 the homogeneous linewidth of

the spin transition, A-w-- 3 1 the optical tuning parameter and A2 1 --- 21 the rf tuning

parameter. The Rabi frequencies are X-Il 2H1/R, XImA1 3EI/f and X2 -m92 3E1 /A where/tii

is the transition matrix element. Thus, the beat signal scales as the product of the rf magnetic

field amplitude HI and the laser intensity E 2 where the two photon process requires the

product HIE, and the heterodyne beat introduces an additional E l factor. To this order of

approximation, the signal varies as the unperturbed population difference (p 2 -P 1 )."-

The beat Eq. (1) displays in and out of phase components of the beat frequency w and a

Gaussian rf lineshape, as in Fig. 1(b), when Y2 1/< < 1. When the laser frequency is tuned

far off resonance, (1) predicts that the heterodyne beat vanishes even though the Stokes and

anti-Stokes sidebands can remain strong. Physically, the optically resonant case corresponds

to the Stokes and anti-Stokes sidebands being of the same phase (AM modulation) and thus

add whereas in the nonresonant case the two sidebands are of opposite phase (FM

modulation) and cancel. This suggests that the nonresonant Raman detection of NMR should

" be possible with FM detection.

. s...,.'*.**'.2. lt, .- * ... .i .,." i t .. * .. *... ..... . ft t.. . ... . . ..*g



In Fig. 2, we see that when the two optical fields (12 and 2') strike a photodetector a

heterodyne beat signal of frequency w= 22 I appears, a feature which enhances detection

sensitivity. The heterodyne process occurs automatically as part of the basic interaction and

thus is closely related to Stark or laser frequency switching experiments1 which produce in twvo -

pilOC~fl processes coherent Raman beats' or heterodyne beats in one Photon coherent

transients.1

The present case differs from earlier studies of the stimulated Raman effect3 where two

optical fields drive two coupled electric dipole transitions and the remaining third transition is

radiatively inactive or is not monitored. Here, all three fields appear corresponding to the

three possible transitions. a three wave mixing effect. It also differs in that both electric and

magnetic dipole transitions are employed, and it is for this reason that NMR can be observed

readily for the first time in a stimulated Raman process, either under cw or pulsed conditions. K
Note also that the technique can be generalized to any three level system where all three

transitions are active, allowing detection of NMR. ESR or even infrared transitions.

Our work thus extends previous coherent techniques as in optical pumping double

resonance, 4 coherent Raman beats, 2 photon echo modulation and nuclear double resonance 5

and Raman echoes 6 or those methods which rely on incoherent detection using optical

spontaneous emission, for example. in rf -optical double resonance experiments 7. or in

enhanced and saturated absorption.9 However, the present precision and sensitivity greatly

surpass these techniques.

To predict the charucteristics of the Raman heterodyne beat signal, we have performed a

steady-state perturbation calculation for an inhomogeneously broadened three-level atom

where the rf magnetic field drives the 1 .o transition and the laser field drives packets



This Letter reports a new way of detecting nuclear magnetic resonance in solids using a

coherent optical and radio frequency induced Raman effect. The technique, which employs

heterodyne detection, is capable of monitoring coherent spin transients or nuclear resonances

under cw conditions, both in ground and excited electronic states. Due to the high sensitivity

and precision, dilute systems in the gas phase or solid state can now be examined which are

inaccessible by conventional NMR. Furthermore, the method surpasses previous optical-rl %

measurements, especially for excited electronic states which have remained elusive. We -

illustrate the versatility of the method in a dilute rare earth impurity ion crystal, Pr 3 +:LaF 3,

where Pr3+ spin echoes of nuclear quadrupole transitions are detected not only in the 3H4

ground electronic state but also for the first time in the 1D2 excited state, thus allowing a

critical test of current line broadening theory. From the cw spectrum, the Pr 3 + hyperfine splittings in

these electronic states, as well as the magnetically broadened inhomogeneous lineshapes and widths,

- are determined with kilohertz precision, about a five-fold improvement over earlier measurements.

In Fig. l(b), the Pr3 + (1-5/2) electron-hyperfine energy level diagram reveals the basic

stimulated Raman process where two coherent fields, one at the optical frequency a (solid

arrow) and the other at the rf frequency w (squiggle arrow) drive two coupled transitions

resonantly. The electric dipole allowed optical transition 3H4 (Iz-5/2)-e 1D2 ('z- 5 /2) and

the magnetic dipole allowed quadrupole transition 3 H4 (z- 3 /2-- 5 / 2 ) combine in a two

photon process to generate a coherent optical field at the sum frequency Q'=Q+w (dashed

arrow). This transition is also electric dipole allowed due to the fact that the ID2 hyperfine

states are mixed by the nuclear quadrupole interaction. In addition, a Stokes field at the

difference frequency G-w (not shown), due to a second resonant packet, accompanies the

above anti-Stokes field.

V
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Stanford, California 94305

ABSTRACT: An optical heterodyne technique based on the coherent Raman effect is
demonstrated for detecting nuclear magnetic resonance (NMR) and coherent spin transients in
normal and optically excited impurity ion solids at low temperature. Initial measurements on
Pr3 +:LaF 3 provide the first spin echo studies of an electronically excited state, and cw
resonances yield NMR line centers and shapes with kilohertz precision.

*Work supported in part by the U.S. Office of Naval Research.
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EXPERIMENTAL TEST OF THE OPTICAL BLOCH EQUATIONS FOR SOLIDS*

Ralph G. DeVoe
Richard G. Brewer

IBM Research Laboratory
San Jose, California 95193

ABSTRACT: This paper provides the first experimental test of the Bloch equations for an
optical transition in a low temperature impurity ion solid, Pr3 +:LaF 3 , where the condition
T1 >T2 applies. Intensity-dependent optical FID measurements are performed using an
ultrastable cw dye laser (linewidth: 300 Hz) and reveal an exp(-2t/T 2 ) decay law at low
Rabi frequency (X), as predicted by the Bloch equations, and an exp(-xt) decay at high X,
which violates the Bloch prediction but agrees with Redfield's characterization of NMR
saturation in solids.

E_

*Work supported in part by the U.S. Office of Naval Research.
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It is commonly assumed in quantum optics and laser spectroscopy that the optical Bloch

equations1 , 2 provide a fundamental starting point for the quantum description of nonlinear

optical phenomena such as saturation and coherent optical transients. The Bloch equations "

incorporate relaxation processes in the two-level density matrix equations by two

phenomenological parameters, the (diagonal) population decay time T, and the (off-

diagonal) dipole dephasing time T2 - Implicit in their use is the assumption that T, and T2

are independent of laser intensity. In gas phase atomic or molecular systems, where TI~T 2 ,IL
this premise appears to be justified. 3 However, in low temperature solids, where T1 > >T2,

the assumption that T2 is independent of laser intensity may break down in a manner

resembling Redfield's description 4 ,5 of nuclear magnetic resonance saturation in solids. In

fact, it is surprising in view of the extensive number of earlier laser studies of solids that the

validity of the optical Bloch equations in the saturation regime has gone unchallenged.

In this Letter, 6 we report the first detailed study of saturation behavior in a coherently

excited low temperature impurity ion solid, Pr~ :LaF3, and show using measured values of

T, and T 2 that the Bloch prediction becomes invalid at elevated laser intensities. Instead, we

find agreement with Redfield's saturation theory. 4

Our technique examines the intensity-dependence of optical free induction decay

(FID). The Pr 3 + ions are coherently prepared in a narrow packet of the inhomogeneously

broadened line by an ultrastable cw dye laser, and FID follows when the excitation is

suddenly removed, the decay time being dependent on the Pr3 + saturation behavior and

hence the laser intensity in the preparative period.

. . . . . . . . . . . . . . .. ..... :.-
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Consider now the optical FD solution 7 of the Bloch equations

6i + Av + u/T 2 -0 (la)

-Au- vw + v/T 2 =0 (lb)

v + Xv + (w-w0T),/ = 0 . (1c)

and also the prediction which results from Redfield's modification4 of these equations.

Equation (1) follows from the 2x2 density matrix equations of motion for a two-level

quantum system, with frequency splitting w21, interacting with an electromagnetic field of

frequency Q. The Bloch vector amplitudes u, v, and w are related to the density matrix

elements by P12 = -L(u + iv)et, the dipole term, and p2 2 -p11 I w, the population
2

difference term. We also define the tuning parameter W=-2+-2 1 and the Rabi frequency as

X. With the assumption of steady-state preparation of an inhomogeneously broadened

transition, the Bloch decay law for the heterodyne FID signal, derived from (1), is of the

form

FB(t) - exp {-t[1/T, +V / 1/T3+ XT7/T, ]I (2a)

exp (-2t/T2) xTIT 2 ' < 1 (2b)

exp 1-tl/T 2 ,+ Xv ]T , 2TT 2 >>I, (2c)

where (2b) and (2c) express the low and high power limits respectively. Note in (2a) that

the I /T, term is the dephasing contribution of the FID period whereas the square root term

is the hole burning contribution of the preparative stage.

Redfield's modification 4 bf the Bloch equations involves substituting for r 2 in (la) an

effective dephasing time Te which is power-dependent with limiting values of T, at low

power and T, at high power. At intermediate powers, the behavior is more complex and has

-"1
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3

not been described analytically. The FID solution becomes

FR(t) ~ exp 1-t Il/T 2 + V 1/(T 2T 2e) + x 2T1/T 2e]} (3a)

exp {-t(l/T 2 + X)} x2TIT 2 >> 1  (3b)

where (3b) expresses the high power limit, and the low power limit coincides with (2b). By

comparing (2c) and (3b), it will be apparent that in a solid where TI >>T 2 the Bloch model

saturates as XVtI/T 2 , considerably faster than the Redfield result X. We now demonstrate

that the FID measurements support the Redfield prediction (3b) and not the Bloch result

(2c).

The Pr3+ transition examined, the lowest crystal field split components of the

1D2 . 3H4 states at 5925A was chosen because the quantities T1 and T2 are well known.

In addition, a Monte Carlo calculation 8 and a magic angle line narrowing experiment 9 have

precisely defined the line broadening mechanism: the Pr3  ion dephases due to 19 F- 19 F

nuclear spin flip-flops which modulate the Pr3+ optical transition frequency via the Pr-F

dipolar interaction.

To monitor saturation and FID of a single Pr packet, we have actively stabilized a

cw ring dye laser to a linewidth narrower than any presently known optical transition in a

solid. An RMS stability of <300 Hz, corresponding to a fractional linewicith of 6x 10-13, has

been achieved by an FM sideband phase-locking technique. 10 This technique is far superior

to an earlier method of locking to the side of a transmission fringe of a reference cavity for

two reasons. First, it utilizes a frequency-locking signal that is shot-noise limited due to the

noise cancellation property of FM detection.1  Secondly, it permits a faster servo response

time with consequently higher servo gain because the laser error signal is instantaneously

reflected off the reference etalon rather than undergoing a 100 nsec delay in transmission.

.-......- 2..~~~~~~~~~..,.-..-.-:. . . - :. . . .,.--..........-......-..-.......................-. ..
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A pair of identical 50 cm confocal invar etalons, acoustically and thermally isolated, serve as

the frequency reference and as an independent stability monitoring system.

Optical FID and nutation are observed by laser frequency switching as described

previously. 12 The frequency stabilized beam first enters an acousto-optic Bragg modulator

which acts as an opticai Za,- and a laser :requency switch. The beam then passes through a

pair of lenses of 5 and 10 cm focal length that produce beam diameters in the range 0.08 to

I mm and with neutral density filters intensities in the sample from 50 mW/cm2 to

50 W/cm2. The generally elliptical beam cross sections are measured with a Reticon diode

array to an accuracy of 0.015 mm. The linearly polarized laser field propagates along the

c axis of a 5x6x7 mm 3 crystal of 0.1 at. % Pr3+:LaF 3 at 1.6"K before striking a p-i-n

photodiode. An external dc magnetic field of 500G is applied perpendicular to the c axis.

The Pra+ ions are coherently prepared when the modulator is driven by a 400 psec rf pulse

at 95 MHz. At the end of the pulse, the laser frequency is abruptly switched from 95 to

97 MHz for a 100 Isec period, causing FID to occur in the initially prepared packet and

nutation in the newly excited packet. Since the sample is illuminated for only 500 sec

every 2 sec. optical pumping is minimized.

The FID signals, which are not averaged, exhibit excellent reproducibility and signal to

noise as indicated in Fig. 1, a computer plot of 400 experimental points overlaid on an

exponentially damped cosine function. The two curves appear to be indistinguishable, and

the residuals show that the dephasing time can be determined with an uncertainty of less than

1%.

In Fig. 2 is plotted the linewidth of the prepared hole Av versus the Rabi frequency

X/ 2 i. For the Bloch theory, AP - (l/21.)V1 I/T2 + X2TI/T 2 HWHM, and for the FID

-~~~~~~~~~~~~~~~~~~~~~~~~~~..--..-..-..-..-..-.....................".. "...... .....-.... -.. *4-*..-.-....... .-..- ,- % -....-
)-.), ,_~~~~.. ,. .. .=o. ... .. . n. ... ...........



experiments, Ar - (I/2v)(I/r-1/T 2) where r is the observed dephasing time. Here,

TI=0.5 msec 1 3 and X is obtained directly from the fit of nutation signals to Bloch theory

below saturation, which yields 4.7 x 10.4 Debye for the transition moment. Above

saturation, the nutation signals deviate from Bloch predictions and are not used. A

heterodyne photon echo measurement gives T2 =21.7 usec i, agreement with an : ..- ,

extrapolation of the FID data to zero power, Eq. (2b), and a previous value. 14 Scatter in

the data is due to the uncertainty in X.
..

We see that the twc curves of Fig. 2 agree in the low power regime up to

x/ 21r= 3 kHz and thereafter diverge rapidly. At elevated power, the Bloch prediction

approaches (X/2r)VTj/T 2 while the experimental linewidths approach X/ 2 v, the ratio of

the two being 4.8. The observations, therefore, are in striking agreement with the Redfield

r prediction (3b).

To establish that the deviation from Bloch saturation behavior, Fig. 2, represents a

fundamental effect and not an artifact of our technique, we have examined the effect on FW

of (a) finite duration versus steady-state preparation pulses. (b) spin double resonance

processes arising from fortuitous Zeeman tuning, (c) the intensity dependence of the

heterodyne probe pulse, and (d) a theoretical model that incorporates a multi-level instead of

a two-level quantum system.

(a) Numerical FID solutions of Eq. (1) show that a 400 usec pulse preparation time

(the experimental value) yields a dephasing time that falls less than 20% below the

steady-state value (2a). Furthermore, experiments with pulses in the range 400 Usec to

1 msec also reveal a 20% variation in -r in agreement with the numerical solutions. Hence,

our transient excitation technique permits a valid comparison with steady-state Bloch theory.

. ... - , .. - _, . .,-. - -, ,,- -...-. •. ..,- ,. . . . . -, .•. .,, .., .- .. . .., -. -. . . - ... 4 '
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(b) By increasing the external magnetic field from 100 to 500OG in 6 steps at two fixed

Rabi frequencies, X/2v=n10 and 20 kcHz, we noted no change in the dephasing time to

within 5%. This test rules out the possibility of chance coincidences of the Zeeman split F

and Pr hyperfine states that could produce a double resonance effect. (c) By varying the

heterodyne probe pulse in the range A uW\ to 4 mW while keeping the preparation pulse

intensity fixed (X/21r=20 kHz), we find that the FID dephasing time remains unchanged to

within 5 %. Hence, the anomalous dephasing effect seen in heterodyne photon echoes is

excluded. 4 (d) As is well known, the Bloch equations (1) apply only to a two-level

quantum system, and yet population relaxation in Pr 3 + :LaF3 involves three or more levels as

evidenced by a strong optical pumping cycle. We have numerically calculated the influence

of optical pumping and hence a multi-level system on FID by assuming a two-level system

(I1 2) that is now in contact with an n level reservoir. 15 With this model, the branching

ratio of the optically excited state was varied by five orders of magnitude, and yet the .-

6 : " --

dephasing time changed by less than 20%. It should also be noted that a preparation pulse

of 400 Asec duration prevents more than 30% of the population from leaking out of the

optically excited two-level system. Hence, optical pumping of a multi-level configuration

does not play an important role.

We have shown that optical saturation in Pr 3+:LaF 3 is consistent with Redfield's

predictions. 4 It is possible, however, that while our result resembles Redfield's effect

phenomenologically, it could have a different physical origin. We briefly sketch which

concepts used to understand this phenomenon in NM are likely to be valid in the optical

region. First, Redfield's explanation for the replacement of Tp by T in Eq. (la) arises

because the decay of u is partially forbidden by energy and entropy considerations above

saturation, an effect that can create local spin order in neighboring nuclei. In the optical

-- ~ .. .-.. .-.-..- ... . . . .
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case, this mechanism would explain the lengthening of T2 for Pr3 + at high X since the fluorine

spin fluctuations would be reduced due to local F spin order. We plan to test this hypothesis

by Raman heterodyne detection of NMR. 16 A second possibility is that the fluorine nuclei

are not ordered by the laser, but rather that their coupling to the Pr3+ optical transitions via

the Pr 3+-F dipolar interaction is averaged out by the high optical Pr 3+ Rabi frequency. We

note that the related effect, Pr3+ optical line-narrowing by applied rf fields which are

resonant with the F nuclei, has already been observed in this system.9 On the other hand,

the concept of spin temperature in the rotating frame is not applicable to 3 :LaF3 since at

0.1% concentration, the Pr3 + ions do not exchange optical energy, and hence cannot come

to equilibrium as in a pure solid.

These studies thus emphasize that the optical dephasing parameter T2 is not necessarily

appropriate for coherently excited solids when saturation conditions prevail. Secondly, it

seems plausible that other impurity ion solids should behave similarly to Pr :LaF3 in

obeying Redfield behavior. Finally, we note that a detailed microscopic theory of optical

saturation in solids awaits development.

We acknowledge with pleasure stimulating conversations with E. L. Hahn and

A. G. Redfield. This work was supported in part by the U.S. Office of Naval Research. -'
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FIGURE CAPTIONS

Figure 1. A computer plot of 400 points of optical FID of 0.1 at. % Pr 3 *:LaF 3 at 1.60 K.
The experimental data are overlaid on a damped cosine, and the residuals indicate that the
dephasing time of 5.10 jsec has an uncertainty of less than 1%. The signal is power
broadened.

Figure 2. Optical linewidth (HM) of the prepared hole versus the Rabi frequency
X/ 2 1r according to the Bloch theory (upper curve) and FIED experiments r-f Pr 3 +:LaF 3 (filled
circles) where the solid curve is a best fit to the data. The point A,= 1/,2irT 2 ) at x-0
results from a photon echo experiment.
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the second term, and (ii) the magnetic inhomogeneous linewidth (-100 kHz) is orders of

magnitude smaller than the optical inhomogeneous linewidth (-5 GHz).

Therefore, denoting the portion of the second order stationary solutions (2.19) which

contribute to the Raman signal by po3 and p 3, we have

r,,z e"'Hg o'

19 a.20 e14WHC

_________P 2 1 1  ..

13 2 2--01 , (2.20a)P13"=i(E + AH)-Y 13 iH -Y12

-- 2 Pe (2.20b) :
023== (E + waH) -Y23 i H + 712 ..

Note that in cases where the Raman energy separation Aw2 1 is larger than the Boltzmann

factor kT, as in infrared transitions, the population differences in (i) are also comparable

even without optical pumping.

C. Raman Heterodyne Signal

To obtain the Raman signal field E (2.6), one averages the signal matrix elements p13

and P3 (2.20) over the Gaussian crystal strain and magnetic inhomogeneous lineshapes,

gE('.%E) and gt(AH), respectively, given by

- 2

e , (2.21a)gE("E) m ° --

and

____-__,() .-.-

- I e (2.21b)gH( H)~ "v q "'

'a:-



a~4 L~It 0 0 0 0
P2-- 333-- '2

[1 IA~j .lMc.~ ~~~

iE + 4'H)-f 13 iH-712 iaE'Y' -3

x - + " , (2.19a)
i(AE + -H)-'r1 3  i(AE + w2 + wH)-Y13

: ~aj 3 e-i ,ut •."
:3) (t,, ).,P22. -- P [I"3-P I I ,.-.

i(AE + OH)- t3aUH + 7 12 '("E + w:zl-71 ':]..

___+~ l .'H (2.19b)i(a'--'OH)-'fZ3 i(E + -- 3..'

The first order solutions for P and P. in (2.18c) and (2.18d) are proportional to Eo ,

oscillate at the laser frequency wE in the laboratory frame, and reflect the forced oscillation

of the dipoles due to the driving field Eo. The second order solutions (2.19) are proportional -

to E I H1 I oscillate at E±wH in the laboratory frame, and reflect the two-quantum

transitions.

The first term of the solutions (2.19a) and (2.19b) contribute to the Raman signal of

the rf transition 1-2. This is also evident from the formal solution for 13 (2.13e) and

(2.13f), where the Raman signal, be it cw or transient, can only come from the terms a

in (2.13e) and a p. in (2.130.

The second term in (2.19a) and (2.19b) can be dropped because after it is averaged

over the optical inhomogeneous lineshape, its contribution is orders of magnitude smaller

than the first term and it does not depend on the rf tuning parameter AH. This is so because

(i) due to optical pumping, the normally near-zero Raman population difference po-P11 in

the first term of (2.19) is comparable to the population difference P33-412 (or po-p° ) in
.3 --,

.. .. % . . o. . -. .-. . -. . . - - °- . - • . -. . . . ° . - ° . ,o - ° ° . •
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P p , and p. " ! (2.16)
a-o n-o

where a denotes the order of perturbation. The zeroth order field-free solution given by

)(t) = o, i = 1,2,3, (2.17a)

Pij(t) 0 (2.17b)

and the initial conditions (2.14) are used to obtain the first order nI solution

- 0 (2.18a)

0 0 •.,*

PZt)- -- J(P 2 -Pl 1 ) (1 eiAM--'t , (2.18b)iAH- 12

S ia1 (PO. 

-)
p(t) = - ((I - efi(e+ *- ) - l3 I ] ) (2.I8c)i(AE + " 2 1)-y 1 3

• 0 0" "

-- 3 2(1 eiE- 23 )t) (2.18d)2E (23

Substituting the first order solution (2.13) into the formal solution (2.13), and letting t-,w so

that damping terms go to zero and only oscillatory terms remain, we obtain the stationary

second order n-2 solution for 3 and P2 3 :

S.. .................. ...... ......
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p1 f(t) - pl I  f dt' e-''( - ) P2 1( t') + ia 1 3 1(t') + c.c.], (2.13a)
0

p, 2 (t) P , - dt Y2 
- ) i " p12 (t ) + ia-., ' 32 (t) + c.c.] , (2.13b)

0

p 3 (t) o, . dt' - - [  13 (t ) + , (2.13c)

"12 (t) - dt e(Lu-12)( )[i1 2(t')_p1 1 (t)]
0

+ ia; 1(t')] e-i"H } , (2.13d)

13 (t) d0€  e[ie : - lt-'{i I

0

23 (t) f dt' e (t')_3)(tc )iav (P3 3 () -. (t) I

"oK'

iaj(t 1(t) " ~ x' ":lit

ia 21 (t') '+ i 3 (t)(3 eIJl + c.c.)} , (2.13f)

with the initial conditions

P(O) = p and ..(O) = 0 1 i#j (2.14)

In the weak field Limit,

a 1, a , 3 0, (2.15)

we obtain a perturbative solution from the formal solution (2.13) in orders of a,, a.2 , and 13,

thus excluding power broadening effects. We write

..............................
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p. -O'

P2 3  ( (AE-'f2)2 + ia2_(P 3 3 -P22) - il 21 e"

+ i( WE + c.c.) 13 . (2.12f)

.'

Here the tuning parameters AH and AE are defined by

H 0 W21 'OH AE a (32 WE (2.12g)

and wijmwi-j is the frequency separation between states I i> and I j>. p2 is the field-free

population for state I i> at thermal equilibrium.

The RWA assumes that pj.(t) is slowly varying with respect to the corresponding

frequency I wij . This implies that 13 (t) and 3 (t) are allowed to have components which

vary at the rate wH since we have assumed wE>>wH (2.2). Despite the presence of e- ' HL

in Eq. (2.12d), 24 the primary signal of p1 , (2.18b) indeed satisfies the RWA assumption.

We should mention that in the equations of motion (2.12), optical pumping effects are

not taken into account partly because of the complexity in modeling them, but also because

they occur on a much longer time scale than that of the experiment. Although optical

pumping can significantly affect the population levels p2, we show in Sec. VA that even

when the time scale of the experiment approaches that of optical pumping, the essential

features remain unchanged.

B. Perturbation Solution

Within the RWA we seek a perturbative stationary solution to the equations of motion

(2.12) by assuming that the excitation fields Eo and H1 are weak. In Sec. lIE, we relax the

weak field condition on to obtain a more general time dependent solution. Formally

integrating Eqs. (2.12), we obtain

S,.'.o



Fro th toalintnsiy T - TET, one obtains the observable heterodyne beat signal

ism .ESE. + c.c. (2. 10)

We introduce phenomenologically the population decay rates -ti for state I i>, and the

transverse decay rates yj7ibetween states I i> and I >- By defining

P12 (t) -P 1 .1 el" 
. (2.11la)

P13 (z,t) ; 1 3 (t) ei"u) (2.11 b)

P23(Z-t) -P23(t) e wu-kz (2.110)

and applying the rotating wave approximation (RWA) which neglects the uonresonant terms,

the equations of motion (2.3) become

- -Y 1(PII-P~1) + Oft P.1 + i P1+ C.C.) ,(2. 12a)

p,2 - y,(P'22 -PO22 ) + 0i98 I2 + ia 2 Z3 + c.c.),(22b

-3 7 3 (P3 3 -43) + (ia 1 P-1 3 + i4 P) +~ i- c-) ,(2.12c)

P 12 - IH-Y 1 2 )p12 + II(~2 p) + Ia -P3 2 -i 2 1 )C' (.1d

-1 (i(AE w*-f1'3513 + '*IP3 - 'a' Z12 eiw"

+ i( 'H +Ih1 C.C.~,(21) :

P23~



I <1 e,1> U 12(2.4c)
211 2A1

and j~jis assumed real. The parameters are related to the Rabi frequencies by

at X X2 ~ , - X. (2.5)
2 2 2

For an optically thin sample, the optical signal field

E,(z,t) e l E5(Z4E) e~(hukz + C.C. (2.6)

obeys Maxwell's wave equation

- =-2rikE<P> (2.7)

where the tilde denotes the slowly varying part. The Raman signal polarization

<Pi(t)> -N(A' 1t; 13 (t)> + '&2<$;(t)>)(28

is to be averaged over the crystal strain and magnetic inhomogeneous lineshapes which are

assumed Gaussian. The angular brackets in (2.7) and (2.8) denote this average, and N is the

number density.

The signal field Es (2.6) and the input laser field E0 (2. 1la) give rise to the total field

ET EO + Es

A i(AJdtk Z)
-el ET. e + C.C. (.a

where

ET JEO + SE (2.9b)
2



Although we assume H1 is a magnetic field, our formulation is applicable for any

electromagnetic wave. The frequencies of E0 and H, are assumed to satisfy the condition

r >W (2.2)

In Eq. (2. 1ib) the spatial dependence of H1 is ignored because the wavelength of H is much

larger than the interaction region.

The density matrix equations of motion are given by

i -(X7,pI + damping terms (2.3)

where the Hamiltonian aV X +' X~ consists of the field-free Hamiltonian Xr and the

* dipole interactions

ao 9 1

satisfying the usual conditions

<i IX 0 I > - w~i

< I X' Ii> -0, i~j 1,2,3.

Here &Eand Hare the electric and magnetic dipole moment operators. respectively. The

dipole coupling strengths are given by the parameters

1 2A

a2U -< 2 1J;E e 13 >U a (2.4b)
ZS 2A
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IL THEORY

In this section we present a new theory for the interaction of two resonant

electromagnetic fields with a three-level system using a density matrix perturbation method.

Our theory differs from previous three-level calculations 11.18,23 involving Raman scattering

cr two-photon transitions in that we assume all three transitions are dipole allowed. This

introduces additional terms in the equations of motion with new solutions. This assumption

is satisfied in the Pr3 +:LaF 3 
1D2 '- 3 H 4 transition because of hyperfine state mixing in the

1D, excited state. In lowest order, our theory predicts a three-wave mixing effect while the

usual stimulated Raman scattering and two-photon transitions are four-wave mxing"

processes. 11 When the condition of a weak rf excitation is relaxed, we show that both linear

and nonlinear processes of the INMR transition can be optically monitored.

A. Equations of Modon

(Ca In Fig. 3, the energy level diagram shows that the Raman levels 1 and 2 are close lying

states whose energy separation may be radio frequency as in NMR, microwave as in ESR, or

infrared as in molecular ro-vibrational levels, and level 3 is separated from them by a much

larger energy in the optical frequency range. Level 3 may lie higher than the Raman levels,

as shown in Fig. 3, or lower such that the Raman levels may be hyperfine states of an

electronic ground or excited state.

A laser field

A EEo(zt) e , eL("I-k~z) + c.c. (2.1a)

connects level 3 optically to the Raman levels, which are coupled by an rf magnetic field

AHI eiwst
H1 (t) 6 2 -e"H + c.C. (2. 1b)

-1

" f, ~ d~# ~ . 4 ..... .. . . . . ...... . ..- *'*- ...' "



Unlike the usual stimulated Raman effect,1 this is a resonant process ini which all three

transitions are either electric or magnetic dipole allowed. The technique can be generalized

to any three level systems where all three transitions are active, allowing sensitive detection Z:

of N'MR, ESR. or even infrared transitions. In addition to Pr 3 +:LaF 3 , similar measurements

have been performed on Pr 3 :YAO3 12 and samarium vapor. 1 3

Our work thus extends previous coherent techniques as in optical pumping double

resonance,1 4 coherent optical double resonance. 15 coherent Raman beats,16 photon echo 77

modulation, 17 photon echo nuclear double resonance, 4 and Raman echoes, 18' 19 or those

methods which rely on incoherent detection as in enhanced and saturated absorption,2 0 and

rf-optical double resonance. 2 3
-

There is currently considerable interest in the impurity ion solid Pr 3 :LaF 3. Optical

dephasing (T,) measurements on the ID 2---. 3 H4 transition have been carried out using

different laser techniques 5 7 and very narrow optical homogeneous linewidths of a few kHz

have been obtained. The dominant optical lUna broadening mechanism has been determined

to be the 19F 19 F dipolar interaction, where spin flip fluctuations of the 19F nuclei impress

weak fluctuating magnetic fields on the 14 1pT nuclei and perturb the Pr 3 + optical transition

frequency through the Pr-F nuclear dipole-dipole interaction. This has been confirmed by a

Monte Carlo calculation 9 and by magic angle line narrowing experiments. 5 ,7 In addition, a

recent experiment s shows that at high laser intensities the system Pr 3 +:LaF 3 is no longer .'-

adequately described by the optical Bloch equations -1 and exhibits a Redfield-type saturation

behavior 2 2 in the optical T2 . A full understanding of these measurements requires

establishing a link between the optical dephasing measurements and the NNIR line

broadening mechanisms of each hyperfine transition, a task that can be accomplished by the .

present technique.

-. -. -. ,.--..,?



L INTRODUCTION

Recently we reported a preliminary account of Raman heterodyne detection,1 a new

way of observing nuclear magnetic resonance (NMVR). The purpose of this paper is to relate

a number of the details of this technique, its theory, its advantages and some applications.

This method, which utilizes a coherent optical and radio frequency (rf) induced Raman
S.. -

effect, is capable of monitoring coherent spin transients or nuclear resonances under cw

conditions in both ground and optically excited states with high sensitivity and precision.

Dilute systems in the gas phase or solid state can now be examined which are inaccessible by

conventional NMR. The method, which surpasses previous if-optical techniques, 2 "4 has been

demonstrated in a dilute rare earth impurity ion crystal Pr-3 :LaF 3, where the first spin echo

measurements of an electronic excited state are made, and cw resonances yield NMIR line
centers and shapes with kilohertz precision. Here we report further measurements which

allow us to compare for the first time NMR and optical dephasing studies 5 " 8 and to test

current line broadening theory.9

In Fig. 1, the Pr" + (1-5/2) hyperfine energy level diagram reveals the basic stimulated

Raman effect where an optical field at the frequency wr= (solid arrow) and an rf field at the

frequency wH (squiggle arrow) drive two coupled transitions resonantly, which combine in a

two photon process to generate a coherent anti-Stokes field at the sum frequency

wE =E + wH" In addition, a Stokes field at the difference frequency wE--WH, due to a

second resonant packet, accompanies the above anti-Stokes field. In Fig. 2, the two optical

fields, wE and wj, produce at the photodetector a heterodyne beat signal of frequency

-H = I wE-'wE I • This optical heterodyne process enhances detection sensitivity, and is

closely related to that used in Stark or laser frequency switching experiments. 1 0

. ............................................
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ABSTRACT: A novel coherent Raman effect induced by a laser and a radio frequency (rf)
field is used to detect cw and pulsed nuclear magnetic resonance (NMR) in ground and
excited electronic states. The effect is illustrated in the impurity ion solid Pr 3 +:LaF 3 at

1.6*K utilizng the Pr3 + optical transition 3H 4 (r)-.ID2 (rj). The laser field of frequency
wc and the rf field (H) induce a light wave at the sum wE+wH (anti-Stokes) and difference

WE-'H (Stokes) frequencies, generating an absorptive or dispersive heterodyne beat signal
.- (wH) with the laser field at a photodetector. The theory of this effect is characteirzed in a

new three-level perturbation calculation which requires, unlike the usual stimulated Raman
effect, that all three transitions be electric or magnetic dipole allowed. Detailed predictions
are confirmed by cw measurements of the Pr 3 +:LaF 3 hyperfine splittings where the optical
heterodyne signals are shot noise limited. The Pr3 + nuclear quadrupole parameters are
obtained for the 3 H 4 and 1D2 states where the line centers are determined with kilohertz
precision. The corresponding wave functions show significant hyperfine state mixing, as
required for all three transitions to be dipole allowed. The cw lineshapes are narrow (30 to
160 kHz), inhomogeneously broadened by nuclear magnetic interactions, and reveal either a
Gaussian or an anomalous second-derivative-like lineshape. The spin echo measurements for
the 3H 4 and 1D2 hyperfine transitions yield homogeneous lineshapes, which are Lorentzian,
and rather surprisingly, linewidths in the narrow range 10 to 20 kHz, a result which tests
current line broadening theories.
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where MEu'2-"E' "H*O -"1-H are the laser and rf frequtncy offsets from the center

frequencies (ai2 and w1 of the inhomogeneously broadened transitions 3-2 and 2-1, .

respectively. ap and aH are the respective half widths at the 1/e points of the Uineshapes gE

and gH" We assume that the strain broadening is very large and satisfies

.E > H, 73 , i= 1.2. (2.22)

Making use of the w function 5

w,(z) f -m z>0 (2.23a)
-t

and its property

w(-z ) = w(z) (2.23b)

we compute the avc.. _ge of the signal matrix elements

-- ""f<P3>  dAdHE(;ElgH(H) "3' i= 1,2. (2.24)

-

Noting that the optical inhomogeneous width is large (2.22), the integration over E

simplified and one obtains

a GEGH 2 Pi1 e "'14 W( LE. w( "H 12 1  (2.25a)

<1> 'F714 22 OOE E li I

<HO 0 ) w( - (2.25b)23j (7PH22- 11 IF aH w

* - .-- .. * . .
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The Raman signal polarization <Ps> (2.8) consists of an anti-Scokes component N&3,<13>

and a Stokes component NA 2<" 3 >. In the case that the strain broadening aE is large

compared with the rf frequency wH, we have

and the Stokes and anti-Stokes components have equal amplitude. If aE>> H is not valid,

the Raman signal is dominated by either the anti-Stokes component NA3 1 <P 3 > Eq. (2.25a)

or the Stokes component N/L3 2 <P23> Eq. (2.25b), depending on the optical frequency offset

For Pr 3+:LaF 3, the optical inhomogeneous width is large, and (2.26) is satisfied.

Then, one obtains from Eqs. (2.7) and (2.8), and the signal matrix elements (2.25), the

(I , Raman signal field Eq. (2.6)

4r 2ikELN w(LE
OEOHEo* JE

X [a*a i( + " 1 2 ) e i&Ht c.c] (2.27)

* where L is the length of an optically thin sample. The Raman heterodyne beat signal I

Eq. (2.10) is given by

I~ a IEEI 2 1 HI I pO 0p,) Re w(.E)] Im[w('EH+i'Y12) e'~ (2.28)

where the constant

'..

. . . . . . , . " -- ... "' ',"... .. " , - "" " ", '""" ' "'... . " "",,"..' ".''



a C 1Z3~1(.29)

In Eqs. (2.28) and (2.29) the definitions (2.4) of the dipole coupling parameters au,, a,, and

are used, and the overall phase of the coupling product aoa is set to zero.

For on-resonance optical excitation aF>E one can use the expansion-

W~) eI+2z Z.0 (2.30)

* to recover the usual Gaussian factor

* One then obtains

1=ax x, X I1(P22-P I I

x [Cos WHE Im W( f1) + sin w~Ht Re w( ~H 12) (2.32)

*where a aiT-kENL/i/E7H. We have again used the coupling parameter definitions (2.4)

and their relation with the Rabi frequencies Eq. (2.5). Equation (2.32) is identical 6 wth

* the expression we have obtained earlier.1
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D. Reslts of Theory

Within the assumptions of the RWA (2.11). weak fields (2.15), and a large optical

inhomogeneous width, (2.22) and (2.26), we have obtained the steady-state Raman

heterodyne signal I (2.23). From Eq. (2.28) we note that the Raman signal is linear in
-..- ,.?

laser power I Eo 12, and in the magnetic field amplitude I H1 I, where a factor I EoH1 I is

required by the two photon process and heterodyning introduces the second I Eo . It is also

linear in each of the three dipole moments 912A23A31, Eq- (2.29). This shows clearly that,'.

the effect is a three-wave mixing process and that no Raman heterodyne signal is observed Li

unless all three transitions are dipole allowed.

p The factor p22-pl° in Eq. (2.28) indicates that a population difference between the

Raman levels is required in order to have a non-zero Raman signal. Its actual magnitude is

determined by optical pumping which occurs on a slow time scale.

Cal
The Raman signal Is can be reduced to a simple expression when we assume targe

inhomogeneous widths 0 E and -H. For a large optical inhomogeneous width one obtains the

Gaussian approximation (2.31). For a large magnetic inhomogeneous width a,>>3  and

also Y12-O, the expansion (2.30) enables one to obtain

-2

H sio ,.i
t  . (2.33)

I H + i 12 eiIN Ze]in wH - COS w t

With rf phase sensitive detection, one can therefore select the in-phase dispersive signal

r

Is(00) or the out-of-phase absorptive signal Is(900) of 1,, Eq. (2.28). given by

-.-

I,,(OO) -= 1,(90 °) ,(2.34a) -



where the approximations (2.3 1) and (2.33) are used and the constant a is given by

Eq. (2.29). The absorptive and dispersive signals display the overall magnetic

inhomogeneous Gaussian lineshape, and one is able to measure the Line centers and

linewidths of the inhomogeneously broadened rf transition alone.

Whenthe ondiions~)>A, 7 1 -0 are relaxed. the overall absorptive and dispersive

lineshapes are a convolution of a Gaussian and a Lorentzian lineshape, but the essential l

features of the signals Eq. (2.34) remain the same.

One can write the total field ET (2.9b) in a manner wbich reveals explicitly the

amplitude modulation (AM) and frequency modulation (FM) sideband structure. If Wo and

Ware the carrier and modulation frequencies, respectively, and c and d are the AMI and FM

modulation depths, we can represent AIM by

E = .E0 (1 + c Cos (Wa.,t + )Ie'" (2.35a)

and FIN by

-F E0 ei~o 0ic~ e ca~t (2.35b)

They can be written as

.."M -E 0 (l + ,ze"'~+ue~~ "o (2.36a)

and, for small FM modulation depth d<« 1,

Ep 0( + v e"t- v eEu) e (2.36b) *' '
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where the respective complex AIM and FM sideband amplitudes are given by

u - c e'# (2.36c)

2

and

v- 1 - de'. (2.36d)
2 :

Equations (2.36) show that in AM the sidebands at frequencies ±w have the same phase,

while those in FM have opposite phase. Hence AM and FM can be distinguished by the

phase relationship of the sideband complex amplitudes. The total field ET (2.9b) can be

written as

ET .. O (1 + x e1(hIHt + y e - i' H t) (2.37a)

and decomposed into

. T 1.EoD + (u eiw' H + c.c.) + (v ei'WH " - .c.)] (2.37b)

2"

with

u- -(x+y') and v= I (x-y), (2.37c)
2 2

thus showing the AM (second term) and FM (last term) sideband structure. We can,

therefore, obtain from the Raman signal field E. (2.27) the AM and FM sideband complex

amplitudes

u(AM) - q Re w- (2.38a)

v(FM) -iq Im w( = (2.38b)
.. .OE



IJI ! ! !-... ,.. r..-,' v-v . -. -. - _.. . .

2

ri fo w~hh o ttL A 3t b3sjt)H an dirive . (2.38)O H! 2  H..-.

When the laser is off-resonant with the optical transition such that I,> >GE, we

obtain2-

F. V A,

The AM signal (2.38a) is weak, while the FM signal (2.38b) which contains Im w(.E/"E) is

dominant and therefore can be monitored using an FM detection scheme. The, loss in signal

due to the large optical frequency offset can be compensated with an increase in laser power.

Hence oa r results predict that the Raman signal can be detected using resonant or

nonresonant light in either an AMi or FnM mode, making it a very versatile technique. ( -

E. A More General Solution

Here we seek a time-dependent solution to the equations of motion (2.12) in the limits

of a weak optical field

a,, aZ 0, (2.40a)

and a large optical inhomogeneous width

VE (2.40b)

* e. **rslt rdittatteHaa.iga*a *e.detected .sn resonant*or ....



with arbitrary rf field strength H1 . From the formal solution for -PI(t) Eq. (2.13f), the part

which contributes to the Raman heterodyne signal is given by

-dte~iA)~23etI eaI[-iai; 2 i(t')I (2.41)

with the RWA being the only assumption. Averaging over the inhomogeneous lineshapes

(2.21), one obtains

<"() -ia 1 eijHtf gH(4H)d4Hf dt' I (t')
0

X [i~w (t)f gE("E)d4F ei~~1) (2.42)

In Eq. (11.42) the matrix element 21 (t) is assumed to have no AE dependence, which is

valid in the limit of a weak optical field (2.40a). This is evident from the structue of the

formal solutions Eqs. (2.13a), (2.13b), and (2.13d) which show that 12has no zeroth or

first order terms in aand a2. This implies that the primary signal o cmes from the

interaction of the Ramnan ievels 1 and 2 with the magnetic field H1 .

Integrating over gE(h~) (2.21a) gives

dE )d e eiuc) (2.43)

and Eq. (2.42) becomes



W3t> -- ia1 ae''f dAwHA~ tdt' p2 (t')

Invoking the assumption of a large optical inhomogeneous width aGE (2.40b), the Gaussian

factor exp(- ~ (t t']) is zero unless t' -c, thius allowing us to write it as a delta

function 8(-'.Hence

dt (t)-c
0

dt U ( t) e(245)

One then obtains

- iae w (2.46a)

and similarly

-71 (t - ia., e~~i W ~ td (2.445b)

Substituting (2.46) into (2.8), one obtains from Eqs. (2.6) and (2.7) the time-dependent

Raman signal field E ~

- -2r k=LN
E5 (t) - ,13A 3 2E0 Re<pj~j(t)>H ,(2.47)

where



<P1 2 (t)>H f J H(H)I ,  (2.48)

and the relation (2.11a) for P12 is used.

The Raman signal (2.47) thus obtained is derived within the RWA and in the limits of

a weak optical field (2.40a) and a large optical inhomogeneous width (2.40b). It is valid for

cw or transient excitations and arbitrary magnetic field strength H1 . Since there is no

constraint imposed on the Raman excitation, multiple rf fields with arbitrary field strengths

and frequencies can be applied. The laser field acts as a faithful probe which reproduces

coherently cw or transient phenomena in the Raman spin levels.

IL CW MEASUREMENTS

A. Review "

We present the results of Raman heterodyne measurements made on the lowest (r1)

crystal field states of the zero-phouon ID2 -- 3H4 transition in Pr3 +:LaF 3 at 5925A. These

electronic singlet states, where the 2J+ 1 degeneracy is lifted by the crystal field because of

the low C2 Pr3+ site symmetry, 27 are each split into three doublets (±Itz) by the second

order hyperfine interaction 2 8,2 9 and the nuclear electric quadrupole interaction 30 of Pr3+

(1-5/2), as shown in Fig. 1. There are six magnetically inequivalent Pr3+ sites.27

Hyperfine interactions in Pr3 +:LaF 3 have been studied by various techniques such as

rif-optical double resonance, 2 ,3 enhanced and saturated absorption, 2 0,3 1 photon echo nuclear

double resonance (PENDOR), 4 and photon echo modulation. 3 2 In the present study, the

level splittings as well as the magnetic inhomogeneous lineshapes and widths of the rf

hyperfine transitions (Iz-1/ 2 --*3/ 2 ) and (Iz=3/2-5/ 2) in both 3 H4 ground and ID

excited states are determined with kilohertz precision, about a five-fold improvement over

earlier measurements.



The high sensitivity of the Raman heterodyne technique has yielded narrower

inhomogeneous linewidths (Table I) than previous measurements2-4 , 17 ,2 0 ,32 which appear to ,

have been instrument limited. The hyperfine splittings (Table I) are fit with the total nuclear

quadrupole Hamiltonian " 9 (3.1) to obtain the quadrupole parameters D and E (Table EL) and

the eigenstate amplitudes of the hyperfine levels (Table MI), where the ID2 excited state is

found to be stron-y :a.ied (Sec. M"lD). The obser-ed uin-Aap in Fla. 4(b) is compared to

:he predictions of our three level calculation (Sec. ID) and a Monte Carlo line broadening

theory, 9 where agreement is found in both cases. Anomalous lineshapes resembling second

derivatives are also observed, as shown in Figs. 4(a) and 5, where a pair of symmetrical side

lobes appear.

B. Apparatus

A schematic diagram of the apparatus for the cw Raman heterodyne experiment is

shown in Fig. 6. A Coherent 599 single mode, linearly polarized cw dye laser oscillating in

the locked mode (linewidth 4 MHz pp) at 5925A excited the Pr3  3H4 ,-. 1 D2 transition by

propagating along the c axis (also the C3 axis) of a 0.1 at. % Pr'3:LaF 3 crystal

( 4xX5 mm 3 ) with a beam diameter of -100 microns and power in the range 3-50 mW.

Radio frequency magnetic fields H1 , polarized along the crystal c axis, were applied by a

small pair of Helmholtz coils surrounding the crystal, where both were immersed in a liquid

helium cryostat at 1.6K. Fields up to 3 Gauss in the frequency range wH/ 2 -r=2-2 0 MHz ..-

were supplied by an HP 3325A frequency synthesizer and an ENI 400AP broadband rf

amplifier. In addition, a static magnetic field Ho up to 160 Gauss was applied normal to the

crystal c axis. The forward scattered laser light was incident upon an E.G.&G. FND-100

photodiode.

. . . . . . . . .. . . . . . . . . -° °.°.= ". ' ".'
.. ~~~~~~~.. .... ....-.. .. '..•-.....-' .-.. 4o-'...%.',",o-....,¢ > . ,"'-",r-""



23

The ac component of the photodiode signal was amplified by a low noise 47 dB

broadband rf amplifier Q-bit QB-256 which was then mixed with the HP 3325A local

oscillator using a Microcircuits Laboratories ZLW-1-l double balanced mixer (DBM). The

phase of the local oscillator was adjusted to give an absorptive or dispersive Raman signal.

An unequal time delay between the .aman signal and the reference at the DBM was avoided

as it could distort the signal lineshape. caused by a frequency dependent phase difference

between the two inputs.

The mixer output voltage was amplified LOOx with a two-stage 500 kHz bandwidth dc

amplifier, then filtered and amplified again by a Tektronix 7A22 differential amplifier which

had a variable bandwidth, set large enough to give an undistorted lineshape for a given rf

sweep rate. The signal was averaged by a Data Precision 6000 Waveform Anayzer and

model 610 module with 100 kHz 14-bit analog digital conversion. The averaged signal was

sent to an IBM Personal Computer for storage and further analysis.

The Raman signal from the ID2 excited state hyperfine transitions could be observed

only if one modified the 3H4 ground state optical pumping. This was achieved by externally

sweeping the laser frequency (Sec. VB) at a rate -250 MHz/0.25 sec. well within the

-5 GHz optical inhomogeneous lineshape. A slower sweep rate reduced the signal size

implying that the optical pumping cycle was completed within a time -10 ms. Furthermore,

we had the option of gating the signal averager so that data could be taken during the

positive or negative frequency sweep or both. Laser frequency sweeping was not required

for the 3H4 hyperfine transitions.

In cases where it was necessary to achieve high accuracy for the line centers and

widths, the experiment was performed under the following conditions. Optical power in the

~i-....



range 3-10 mW was employed so that the Raman signal was in the linear low-power regime

according to Eq. (2.28). Saturation of the rf transition was avoided by utilizing low rf

magnetic fields (0.08-0.16G peak), so that the linewidths were not power broadened and the

line centers remained unshifted. Under these conditions, the Raman signal was easily

detected as a result of averaging (-1,000 sweeps) and the high sensitivity of the technique.

We note that the (Iz= 3 2-5/2) transition frequencies of both 3 H4 ground and ID2 excited

states were shifted by -10 kHz at higher rf power (HI-IG), whereas the 8.47 M;Hz and

3.7 MHz resonances did not show any frequency shift.

C. Confrmsation of Theory

We have confirmed the predictions of the three-level calculations (Sec. EID) in each of

the four hyperfine transitions. (i) In the low power Limit, the Raman heterodyne signal is

found to depend linearly on the rf field amplitude H1 and the laser intensity I Eo 12,

Eq. (2.32). (ii) The absorptive and dispersive components of the signal can be obtained by

properly adjusting the rf phase 0 (Fig. 2), as shown in Fig. 4(b), where (iii) the observed

absorptive lineshape (solid line) of the 16.7 MHz transition is essentially a Gaussian (open

circles) Eq. (2.34b). implying that the transition is indeed inhomogeneously broadened.

Table I shows that the two hyperfine transitions (Iz-1/ 2 - 3 / 2) and (Iz- 3 / 2 -5/2)

have the same low field linewidths within an electronic level (3 H. or ID,). The Linewidths

of the 3H4 ground state (160 kHz) and ID, excited state (32 kHz) scale (-5)

approximately as the ratio of the gyromagnetic ratios I ;(3H 4) I/1-(7 Dz) I. This is expected

from theory3 3 for a I I.z - I magnetic dipole transition in an inhomogeneous magnetic local

field where I' (3 H 4)/(21r) 1 - 11.6 kHz/G is a low field result 27 but

-11I -Z(D 2 )/2i1 - 3.6 kHz/G is obtained in the high field regime,3 1 the ratio being 3.2.
.-1°
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AE a dc field H0 -30-15OG, the 3H4 ground state inhomogeneous widths have been

ibserved to narrow from the zero field values of 160 kHz to -100 k.Hz, in agreement with

(onto Carlo (82 kI~z) and second moment (84.5 kHz) line broadening c3Iculationis. 9 Such

reduction in the static dipolar Iinewidrth when H0 is increased from its zero value agrees

with a second moment calculation by Abragam and Kambe.3 4

).Nuclear Quadrupole Interaction

In Pr3+:LaF 3, each electronic level (3H4 or 1D-2 ) is split into three doublets (±kz) by

he dominant second order hyperfine interaction 28 '29 and the nuclear electric quadrupole

nteraiction 30 of Pr3 + (Iz.5/2). The second order hyperfine interaction, which is determined

)y the crystal field splittings and the hyperfine coupling constant, enhances the effective

' nuclear magnetic moment. 2 8 Since the strength of this enhanced, second order

iyperfine interaction differs for each electronic level, the enhanced gyromagnetic tensors of.

,he 3H41. ground and ID2 excited states can vary in magnitude and orientation. The pure

iuclear quadrupole interaction and the hyperfine-induced nuclear pseudoquadrupole

n~eraction can be described by a single total nuclear quadrupole Hamiltoman 2 9

vhere each crystal field state has a different set of quadrupole parameters D and E. We also

Lefine an overall asymmetry parameter i~a I 3E/D 1.

The quadrupole splittings in the earth's field (Table 1) obtained by the Raman

tcterodyne technique can be fit3 0 with the Pr 3 + nuclear quadrupole Hamiltonian (3.1), and

upply the quadrupole parameters D and E and the asymmetry parameter 71 for each
r

lectronic state. The value of 77 allows the determination of the amount of state mixing of
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ten the optical transition 3H4 Iz=1/2 (3/2)-'.D, I= 1/2 (3/2) is swept immediately after

e transition 3H4 Iz-5/2-lD 2 Iz-5/2. This implies that the Raman signal is generated

ly when the laser is positively swept (or negatively) but not in the other direction.

hether the signal appears on the positive or negative sweep depends on the absolute

dering of the ground state nyperfine levels.

We have observed at Ho0 OG that the 1D2 (I,=1/ 2.-- 3 /2) resonance is stronger

'5 x) when the laser is in a positive sweep, while that of the 1D2 (1-3/2--5/2) transition

stronger (-5 x) when the laser is in a negative sweep. This observation should allow us to

.termine the absolute ordering of the 3H4 ground state hyperfine manifold, thus determining

e sign of the quadrupole parameter D. A mathematical model of the optical pumping cycle

modified by the laser frequency sweeping is now under investigation.

1. SENSIITY

The ability of the Raman heterodyne technique to detect both cw and pulsed INM in

'ound or optically excited state is due to the high sensitivity afforded by the shot noise

hired performance of the heterodyne process. Here we show a signal to noise (S/N)

ialysis using the cw Raman heterodyne signal of Fig. 4(a).

The total optical power incident on a photodetector is

P =PO(1 + Iu1 2 + 21u sinw-Ht), (6.1)

here Po - AcEo/81r is the input laser power, A and c being the laser beam cross section

id the speed of light, respectively, and I u I - I 2Es /E o I is the AM sideband amplitude

q. (2.38a). The factor of 2 in I u I is due to the definitions of Es and Eo in Eqs. (2.6) and

l a). For I ul <<1, the dc power P.,tP is much greater than either tne heterodyne power

............- ...... .... .... .... ...
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nd 16.7 MHz transitions, respectively, and the lineshape of the 16.7 MNz transition also

tarts to change more.

Figure 11 shows that the lineshape depends quite critically on the optical pumping

ycle, as modified by the rf sweep times. However, we note that the basic features of the

taman signal, as described in Sec. I. remain the same. We should nention that within : I

ptical inhomogeneous line, optical pumping can modify the population difference po-po1 in

:q. (2.20) differently, in sign and magnitude, depending on the laser frequency detuning. -

.herefore, in the integration over the optical inhomogeneous Lineshape Eq. (2.24), one

annot assume that p2"-p 1 is constant, and the effect is that the Raman signal phase and

aagmitude in Eq. (2.23) are modified.

1. Laser Frequency Sweeping

In Sec. IfB and IVB, it was mentioned that laser frequency sweeping was used to C1

edistribute the ground state population resulting from optical pumping, and this allowed

etection of excited state Raman heterodyne signals.

In a sweep cycle, the hole that is burned in a particular frequency packet within the

5 GHz optical inhomogeneous lineshape during the positive sweep is refilled in the negative

weep. As a concrete example, consider the 1D, (z-1/2-3/2) transition at 3.7 MHz. If

here is no laser sweeping, the optical transition connecting the transitions 3 H4 1,- 1/2

3/2)--1D, Iz - 1/2 (3/2) pumps the ground state population into the 3H 4 f,= 5 / 2 level,

hereby quenching the excited state (Iz-/ 2 - 3 / 2 ) Raman signal.

When the laser is swept to excite the 3H 4 (I=5/2)-1D, (Iz5/'2 ) transition, the

H, (IZ=.1/2) and (Iz-3/2) levels are re-populated, thus providing population to the excited

tate and a Raman signal is generated. We note that this re-population is effective only

. . . . . . . . .. . . . . . . . . . . . . . . . . o' o • " . .- °. .'... . . .
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transition should be stronger than that of the 8.5 MHz transition. Such a difference in signal

size has been observed. Based on this model, one can make the following predictions.

(i) An increase in the 8.5 MHz transition Raman signal (Ho=OG) should occur upon

the application of a 16.7 MHz rf field which transfers the optically pumped population in

Iz ±5/ 2 to the Raman level 7 z±3/2. (ii) A similar signal increase of the 8.5 MHz

transition (H= 0 G) should also occur if both ground state hyperfine transitions are excited

in a single rf frequency sweep, which re-distributes the hyperfine population within a time

equal to the rf sweep time (<T,).

In the present study, observations have been made which agree with the predictions (i)

and (ii). At Ho 0MOG, the 8.5 MHz cw Raman signal increases by -5x, when (i) a 16.7 MHz "

rf field (-IG) is applied, or when (ii) both ground state hyperfine transitions (8.5 and

16.7 MHz) are excited in a single rf sweep (sweep time= 10 ms). In addition, a similar

increase is observed when (iii) a dc field Ho>1OG is applied, which quenches the Pr-La cross

relaxation process 37 and mixes the ground state hyperfine states.

In (ii) as we vary the rf sweep time from 10 ms to 10s, the signal size decreases and its

phase changes. Figure II shows four cw Raman signals each with a different sweep time.

When the sweep time varies from (a) 10 ms to (b) 100 ms, the relative size of the

8.5 MHz side lobes changes slightly due to a phase change of the signal. As the sweep time

is increased to (c) I sec, the order of T; of the 8.5 MHz transition, the signal size of both

transitions is reduced -50% and -20% for the 8.5 MHz and 16.7 M.Hz transitions,

respectively. The 8.5 MHz signal has a larger reduction and its lineshape changes more

dramatically. When the sweep time approaches the relaxation time of the 16.7 MHz

transition (d) 10 sec, the signal size decreases further by -70% and -50% for the 8.5 MHz

*.~ . -.- °,.-.*
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V. OPTICAL PUMPING

Optical pumping2 2 0 occurs in Pr3 :LaF3 when the population of a ground state Pr" +

hyperfine level is transferred to other hyperfine levels in the 3H4 ground state via excitation

to the 1DI hyperfine levels with subsequent relaxation (AIO0). This action creates a

nonhermal ground state nuclear population distribution that yields nonvanishing Raman

simals Eq. (2.23) of the ground sta e. as ,:scussed in the theoreical :ret-e,'-. 5,c. iI.

On the other hand, the 1D2 excited state Raman signals are observed only when this optical

pumping cycle is modified by laser frequency sweeping.

A. Effect of Ground State Spin Lattice Relaxation

According to the studies of Shelby, Macfarlane, and Yannoni,37 for a 0.1 aL %

Pr' :LaF3 sample. the experimentally deduced spin lattice relaxation times T; of the ground

state 8.5 MHz and 16.7 MHz transitions at 1.6K in the earth's magnetic field are,

respectively. 5 sec and 100 sec. The faster TI time for the 8.5 MHz (I -1/ 2 -3/ 2 ) C
transition is attributed to a Pr-La cross relaxation energy-conserving process involving

simultaneous spin flips of a Pr nucleus and three surrounding La nuclei. The long spin-lattice

relaxation time of the 16.7 MHz (Iz- 3 / 2 -. 5/2) transition is assumed to be due to Pr-Pr

interaction.

In a cw measurement at Ho-OG for the 3H4 8.5 MHz (I- 1/ 2 -+.±3/2) transition,

population in these levels is optically pumped to the 3H, (Iz=±5/2) hyperfine states and

remains there due to the long (I mm_5/ 2 ) relaxation time (T -100s), thus reducing the

Raman signal. Similarly in a cw measurement of the 3H4 16.7 MHz (Iz-± 3 / 2 -*±5/ 2 )

transition, population is optically pumped to the 3H4 (- -±-_ 1/2) states. But here the

relaxation from (Iz=± 1/2) to (£z= ±3/2) is faster due to the shorter relaxation time

(T,-5s) of the 8.5 MHz transition, and therefore the Raman signal of the 16.7 M""

. .. ,
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The oscillation in Fig. 9(b) occurs because the FID is modulated due to the Zeeman

splitting at HrO= 3 0 0 . The much longer-lived RID-echo interference in Fig. 9(b) (Hr,-30G)

suggests a longer T2 dephasing time of the FID. which is confirmed by the narrowing of the

linewidth from 21 kHz (HO -OG) to I1I kflz (300).

F. Optical Effects in Sgim Echo Measurements

To test how the NMvR linewidth measurement is affected by the presence of the optical

field, we have used an acousto-optic modulator to gate the laser amplitude with different

gating sequences. (i) An echo signal is observed when the laser field is turned off jvst

before the first rf pulse and on just before the echo, indicating that the laser is not required

for the formation of the spin echo. (ii) Similarly, when the laser field is turned off just after

the frst rf pulse and on just before the echo, T2 measuremets~ of the 3.7 MH- transition at

Hl=30G and the 16.7 mHz transition at H -0 (Table IV) show no change in the

linewidths. This implies for these two transitions that when the laser is on during an rf pulse

sequence, there is no optical power broadening in the NMR homogeneous widths. This-:.

procedure (see Sec. WE) was also used for echo amplitude calibration.

(iii) We have made linewidh measurements on the rD2 excited state hyperfine

transitions with the laser turned on 200 las before and off 200 ps after the rf pulse sequence,

at a repetition rate of 30 Hz. Table IV shows that there is no change in linewidth for the

3.7 MHz U -' 1/ 2 - 3 /2 ) transition with optical gating, but the 4.8 MHz (li3/2.5/2)

linewidth is reduced from 15±2 kHz to 10±2 kHz. The present results are preliminary, and

further studies in this system and other impurity ion solids are planned to determine the

nature of this line narrowing effect.



Due to hyperfine state mixing, it is necessary to compute the expectation value <1,> for

the 16.7 ING-z. 4.8 MERz, and 3.7 M[Hz tranisitions, using the eigenstate amplitudes a(I.) in

Table Il. in order to obtain from Eq. (4.1) yx/2vrQH 4 )=4.SS kHz/G, and

~1/2eD2 )m1.3 Hz/G. The uncertainty (~10%) of yx is due to the accuracy of the

determination of the Rabi frequencies and the rf field amplitudes. Therefore, the Pr+

nuclear dipole moment in the 3 H., ground state is enhanced - 3.5 x rr..!ative to that in the 1D,~':

excited state, which is approximately the same as the bare Pr+ nuclear moment.2 9 .36

WIthin axemna error our y,/2v( 3H4) value is consistent with Erickson's

4.98±0O.04 kHz/G obtained by a measurement of the pound state Zeeman splitting,2 7 and

that of Macfarlane and Shelby (4.2 kHz/G) by nutation at H. _OG. 3'3 1 In contrast, our

measured yx/-2-(D 2)-l.3 kHz/G differs from that (2.2±0.1 kHz/G) of Macfarlane and
31-

Shelby obtained from a high field study.3

L. Interference Effect In Spin Echo Measurements

In Fig. 9(a), the natural logarithm of the echo amplitude of the 16.7 MMz transition at

H0 =OG isplotted as a function of the pulse delay time r. Note that the signal "bends" over

near the time origin. Similarly. the same effect occurs at H =30G in Fig. 9(b), where the

"bending" extends to a longer delay time (-30 Is). This feature is due to an interference

between the echo and the FID of the second pulse when they overlap in time. This

interference limits the minimum delay time between the two excitation pulses, and has been

observed in echoes of the other hyperfine transitions. To reduce this interference for echoes

measurements, the dc field is made inhomogeneous by placing a small bar magnet near the

sample, creating a field gradient at the crystal. We note that Shelby et al. have observed a

sim-ilar structure in the 16.7 MHz transition echo measurement using a different rf-optical

detection scheme. 3
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3H4 NM linewidths (-10-20 kHz). There is clearly a close link between the optical and

- NMR measurements, but a proper theory has yet to be developed to make such a connection.

D. Nuzation and FID

The gyromagnetic ratio " for the ground and excited electronic states can be obtained

from spin nutation measurements. They can be compared to reveal the amount of

enhancement of the Pr3 + nuclear magnetic moment due to the second order hyperfine

interacton.28

Spin nutation and FD are observed when a single rf pulse H1 at the transition

frequency is applied along the crystal c axis, which coincides with the C3 axis. From the

Rabi frequency X one can measure the magnetic dipole moment g--/lX/H I and deduce the

gyromagneic ratio yx from the relation

IL <1> (4.1)

Here we follow Erickson's convention that the Pr3+ site axis, which coincides with the

crystal C3 axis, is the x axis.27

Figure 8 shows a nutation and FID signal of the ground state 16.7 MHz transition at

Ho 0OG when a single 100 As rf pulse with H 1=6.4G is applied. The nutation is fit with a

zero order Bessel function Jo(Xt) 2 1 to obtain the Rabi frequency X/21r-.uxH 1/h (33 kHz)

to within 5%. From nutation measurements at H 0OG with different rf field strength H1

(5-20G), we obtain the magnetic dipole moments A/h-X/2rH1 -5.2 kHz/G, -1.6 kHz/G,

and -2.0 kHz/G for the 16.7 MHz, 4.8 MHz, and 3.7 MHz transitions, respectively.

Measurements at H OG show a variation in the dipole moments of less than 10% for Ho
0 0'

up to 11 G.

"-.a-.

- 4 a " "



under different experimental conditions (dc field strength and gating of laser field). Figure 9

compares the homogeneous linewidths (FWHM) AfH m I/rT2 of the 16.7 MHz transition at

(a) Ho-OG (21±2 kHz) and (b) Ho-30G (11.2 kHz), showing a factor of two difference

in the linewidth. The linewidth of 21±2 kHz at Ho 0 OG agrees with that of Shelby and

coworkers 3 (19 kHz, Ho-OG). We have found no variation in the 16.7 ,[Hz transition

linewtdth w ze.: . ids "z:ze,:- - a- 30-70G are appiled in the echo measurements. This

implies that Ho-30G is sufficient for the linewidth reduction.

In a dc field Ho?30G, the 1 9F nuclei are quantized along Ho.c axis, rather than the

local fields due to the 141pr and other 19 F nuclei. Under such a condition, the nonsecular

terms of the 19 F-141 Pr dipolar Hamiltonian are smal 34 and therefore there is a

corresponding reduction in the 191- 14 1Pr dipolar interaction. This in turn narrows the

homogeneous linewidth. as is demonstrated in the 16.7 MHz transition (Fig. 9).

Table I shows that the inhomogeneous widths of the hyperfine transitions for H,=OG

are the same within an electronic level (160 kHz for 3H 4 and 32 kHz for ID2 ), but spin

echo measurements at Ho-30G (Table IV) show narrower linewidths for the

(Iz-3/2-5/2) transitions (11 kHz for 3H 4 and 15 kHz for 1D2 ) than the (Iz=1/ 2 ,-, 3 /2)

transitions (20 kHz for both 3H4 and ID2 ). It is also noted that while the 3H4 and ID"

inhomogeneous widths scale approximately as their gyromagnetic ratios (Sec. MflC), there is

!io such relationship in the homogeneous linewidth measurements. The Monte Carlo

calculation9 points out that such a linear scaling is not expected.

Last of all, it is noted that photon echo measurements at Ho=80G.c axis on the

ID2 - 3H, optical transition by gated heterodyne detection gives an optical homogeneous

linewidth (FWHM) of-14 k{z.6,8 This value of -14 kHz is in agreement with the 1D2 and

.................................................................--.....-. .... ....
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oscilloscope (bandwidth: 10 MHz). The averaged signal was sent to the computer for

further analysis.

The pulse nature of the transient signal required a large detection bandwidth

(-500 kHz) so that signal averaging was often necessary. In the excited state measurements,

laser frequency sweeping was required as described in Sec. IB. The FD and echo were

observed to be out of phase with the nutation, as predicted by theory,2 1 which is shown in a

spin echo of the 8.5 MHz transition (Fig. 7(a)) and in the nutation and FD of the

16.7 MHz transition (Fig. 8).

In a spin echo experiment, an rf pulse sequence of -v/2 and -v was applied with field -

strength H,--25-65G Ic axis. The two rf pulses had variable widths (1-4 As) and were

separated by a digitally controlled delay time (4-70 A s). When a dc field Ho-c axis of

00> 15G was applied, the optical pumping cycle was modified and the transients of the""

3.7 MHz, 4.8 MHz, and 8.5 MHz transitions were enhanced by -5-lOx. At Ho=OG, spin

echoes were observed only in the 16.7 MI"z transition.

Figure 7(b) shows an echo signal of the 16.7 MHz transition at a high dc field

Ho-67G, where both the FED and echo are modulated at the Zeeman frequency

390±1 10 kHz. A cw spectrum of the 16.7 MHz transition in the same field reveals that one

of the three pairs of Pr3+ sites is Zeeman split by ±390 kHz. Contribution to the echo

signal from the other Zeewn-a- lines was suppressed due to the narrow Fourier frequency

range of excitation (pulse width of 1-4 As) and the site-selective laser polarization. 27 ,3 5

C. Homogeem Llmwdtl Results

Table IV summarizes the results of spin echo measurements for the two hyperfine

transitions (Iz-m/2-3/2) and (Im 3 / 2 .-e5/ 2 ) in both 3H4 ground and ID2 excited states

is *.°' .
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(Sec. IVD). and (ii) observe an interference effect of the echo amplitude when the delay

time is small (Fig. 9).

B. Apparatus

For the transient Raman measurements, the optical arrangement of Fig. 6 remained the

same vh, -;e a d,_i.-nt electronics configuration .as recuired. as shown in Fig. tO. Proper

impedance matching of the rf input to the resonant Helmholtz coils yielded up to 65 Gauss

of pulsed rf fields which were derived from a gated HP 3325A frequency synthesizer and

followed by a broadband rf power amplifier ENI 350L. The gate was a home-built multiple

pulse generator capable of producing pulses of variable widths (1-100 us) with digitally

controlled pulse separations, and was also used in the detection process described below.

The ac component of the photodiode signal was filtered with a bandpass filter centered

at the rf transition frequency (3-17 MHz) with-I MHz full width at -3 dB, and was .

amplified by an rf amplifier Q-bit QB-256. In spin echo measurements, the nutation signal

was attenuated by a gated current controlled DBM but the echo was not, providing an

effective- 10x gain on the echo. This put the nutation and echo on the same vertical scale

so that in the analysis the echo amplitude could be calibrated with respect to the first pulse

nutation, a procedure that was required due to the laser poier fluctuation from one pulse

sequence to the next. The rf signal was then amplified by a Q-bit QB-188 amplifier before

being mixed with a local oscillator derived from a second HP 3325A frequency synthesizer

(FS2), which was phased locked to the first one (FS I) and was used here as a convenient

and accurate phase shifter. The relative phase of the two synthesizers was adjusted to yield

the in-phase or out-of-phase component of the mixer signal, which was then fed through the

500 kHz bandwidth dc amplifier and averaged with a Tektronix 468 digital storage

' ~ ~ -.. . . . . . . . . . . .. . .. ................. ..-. '.-



29

minimum (-Sx smaller) at Ho=3.3G (> earth's field of -0.5G). Further increase of H.

reverses the phase of the signal, which starts to increase in magnitude. At H -6.2G, it

reaches a signal size about the same as that at Ho 0=OG. A similar behavior in the 8.47 .Hz

resonance has also been observed. This observation suggests that the anomalous lineshapes

in Figs. 4(a) and 5 may be related in a complicated way to the local magnetic fields due to

the 19F nuclei, which are modified by the application of a small dc field. Further studies in

this system and other impurity ion solids should illuminate the exact nature of these side

lobes.

IV. COHERENT SPIN TRANSIENTS

A. Moation

As is well known, coherent spin transients33 are useful for the study of nuclear time

dependent phenomena. In Pr3 +:LaF 3, the 19 F-19F spin flip fluctuations - 7 are responsible

for the dephasing of both the optical and hyperfine transitions. Therefore, it is of interest to

obtain homogeneous widths of the hyperfine transitions not only in the ground state but also

in the optically excited state, thus allowing a comparison with the optical homogeneous

Linewidth. 5- 8

Previous transient studies of Pr3 + hyperfine transitions have been confined to the

ground state. 3 The Raman heterodyne technique has enabled us to observe spin echoes

(Fig. 7), free induction decay (FID) and nutation (Fig. 8) of each hyperfine transition in

both 3H4 ground and ID2 excited electronic levels. Spin echo measurements have yielded

homogeneous linewidths for the four rf transitions (Table IV), which are compared for the

first time with the hcmogeneous width of the 3 H4 - 1 D2 optical transition. Coherent spin

transients have also allowed us to (i) measure the gyromagnetic ratio yx by spin nutation

!-_., ... ~~~.. ...... . .,............. . ,:.................,. . .



The present ground state 8.47 MHz and 16.7 MHz transition linewidths (Table 1) are

in agreement with our previous values1 (160 kHz), which are also narrower than earlier .

measurements. 2 ,3 , 17 The weak excited state sum frequency (Iz-1/ 2 -- 5/2) 8.51 MHz

resonance observed in photon echo modulation 32 does not appear in the ground state

8.47 MHz Uneshape of Fig. 4(a). This is because the laser is not swept during the ground

state measurement and optical pumping grearly ped'ces Uie popuiation in the excited state,

thus making the 8.51 MHz resonance too weak to be detected.

The 3H 4 8.47 MHz transition in Fig. 4(a) and the 1D2 3.7 MHz transition in Fig. 5

do not conform to a Gaussian lineshape but more closely resemble a second derivative due to

the presence of a pair of symmetrical side lobes. Although the nature of the side lobes is not

understood, we have determined some of their charateristics, in particular those of the

8.47 MHz transition. In contrast, the 4.8 MvIVz lineshape exhibits, to a lesser degree, a

similar side lobe structure, but the 16.7 MHz resonance of Fig. 4(b) exhibits a pure ,2 .

"- Gaussian lineshape with no side lobes whatsoever.

We have tried unsuccessfully to eliminate the 8.47 MHz side lobes in Fig. 4(a) by

(1) applying 3.7 MHz and/or 4.8 MHz rf fields (to check the presence of the excited state

, sum frequency 8.51 MHz resonance), (2) applying a 16.7 MHz rf field (0-3G, to modify

the optical pumping cycle), (3) applying a static magnetic field (0-20G), (4) changing the rf

sweep rate (0.01-1 sec), (5) rf power (0.08-5G), and (6) laser power (3-40 mW). These

tests modify the anomalous lineshape only to the extent of a change in the signal size or an

overall phase shift.

An interesting effect has been observed in the ID2 4.8 M hIz resonance when a small

dc field is applied. As Ho is increased from zero, the signal decreases initially and reaches a

. . . .. . . . . . . ...



5/2I Iz> a(Iz) lI > ' (3.2) i!ii

I+M-5/2

where from Eq. (3.1). 71a 13E/D I =0 implies that there is no mixing of the hyperfine states.

The coefficients a(I z ) are given in Table ll. Due to the large asymmetry parameter

*(D-2)=0.706, the significance of state mixing in ID2 is apparent. The mixing of I f-> in

the excited state therefore makes possible the electric dipole ID2 *- 3 H4 optical transition

when A.I00, and gives rise to the Raman heterodyne signal, which requires that all three

transitions be active Eq. (2.29).

We note that the present ground state quadrupole parameters (Table I) and ei, nstate

amplitudes a(Iz) (Table i) are in agreement with those obtained by Erickson.2 However,

Erickson has chosen the other set of I D I and I E I values for the 1D2 excited state (7> 1).20

E. Inhomogeneous Linewidths and Shapes

Table I compares the present measurements with previous values of the inhomogeneous

* widths of the ground and excited state hyperfine transitions in the earth's field. The ID2

excited state linewidths (FWHM) of 32±3 kHz are much narrower than Erickson's

measurement 20 (200±50 kHz) which presumably is limited by laser frequency stability.

They are also narrower than our previous Raman heterodyne measurement1 (46±3 kHz) and

those of Whittaker and Hartmann 32 (60±20 k-iz). Our current linewidths are obtained by

using lower rf fields (H 1 =0. 16G) to avoid saturation, and by synchronizing the averaging

process to the direction of the laser frequency sweep so that either positive or negative

frequency sweep signals are averaged but not both. The procedure is important because laser

sweeping prepares the ID2 populations differently depending on the sweep direction

. .. (Sec. VB) and asynchronous signal averaging can contribute a few kHz to the linewidth.

•, .., . ' . . .I..



the hyperfine levels within an electronic state (3 H4 or 1D,), which is important for an

understanding of the Raman heterodyne effect.

For the 1D2 excited state 3.724 and 4.791 MHz splittings (Table I), one finds two

possible sets of D and E values. One set, where -q<1, assigns the 3.7 M splitting to the

(Uz - 1/ 2 - 3 /2) transition, while the other set, with 7>1, assigns it to the (Iz-3/2-5/2)

transition.

The correct set of D and E values can be deduced when one examines the Zeeman

splittings under a static magnetic field Ho-15OGi.c axis. The (],-±3/2- .5/2) transition

is expected to split into two Zeeman ines under H., while the (Iz=± 1/ 2 -- 3/2) transition

should split into four lines due to the admixture of the -1/2 states induced by the dc

field. 30' 3 3 Note that the six inequivalent Pr3 + sites 27 can be grouped into three pairs, where

the two sites in each pair are indistinguishable in this study (Ho 51S0G.Lc axis). Thus. we

. have observed 6 lines from the 1D2 4.8 MIz transition and 12 lines from the 3.7 MNfHz

transition, corresponding to the respective 2 and 4 Zeeman lines of each of the 3 pairs of

" Pr3 + sites. This observation enables us to assign the 3.7 MHz splitting to the 1D.)

(1=±1/2-t.3/2) transition. Similarly in the ground state, we correlate the 8.5 MHz

splitting with the (1'-_ 1/2.- ±3/2) transition. The assignments indicate that q< for both

ground and excited states and determine the correct values of I D I and I E I which are

summarized in Table TT. Note that the sign of D (or E) cannot be determined from the

*" splittings.

With the values of I D I and I EI from Table II the quadrupole Hamiltonian (3.1) is

- diagonalized to yield tlhe zero field (Ho=OG) oienstates I Iz> in terms of the pure states

. (71-0) I ".>

. . . . . . . . . . . . . . . . . . . .. . . . . . . . . .
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h -21 'P 0  (6.2)

or the Raman power

PP 1 U 1 P P/2C)P (6.3)

The signal in FNg. 4(a) is obtained with an incident power P, =2.6-; -W, a detection

bandwidth If= 10 kHz, signal averaging of M=2 12 events, a detection impedance R=5002,

and a phaotodetector sensitivity 1=0.4 A/W. Signal averaging improves the signal to noise

(rms) ratio S/N to a measured value (Fig. (4a)) of

SIN - 110 .(6.4)

* The noise output voltage

V0  3.86 mV rms (6.5a)

corresponds to a noise voltage V. at the detector

;70 145nV rms. (6-5b)a
G0

where V =-. 64 is the noise reduction due to averaging and Gm 1.7 x 106 is the gain of the

detection eiectronics.

The dc photocurrent

i Tyo1.06 mA (6.6)

gives rise to a shot noise voltage

VSN If=9..f9nV rms. (6.7)

At room temperature, the thermal noise voltage is
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VTN m4kTR.%f91 nV rms, (6.8)

which combines with to give a total noise voltage of

(SN SN

-2 2 130 nV rms , (6.9)

in agreement with the measured noise V 145 aV rms (6.5b), thus demonstrating that the

technique is shot noise limited.

The detected heterodyne power Eq. (6.2) is given by

P11 .2 1 u IP.

-(S/N)V,,/(GRij) -12.5 nW , (6.10)

fo corresponding to an AM sideband amplitude

-6
tul Ph/2PO 2 .4 x 10

We define the heterodyne power with unity SIN (6.10) as the mninimum detectable

heterodyne power

P!fM-. x lo- 0  
___

which is equivalent to a minimum detectable Raman power, Eq. (6.3),

= 1.2 x 10- 18 W,(1)

S4 Raman photons/ sec



With higher rf and optical powers and a smaller detection bandwidth, this minimum

detectable Raman power can easily approach P _- lx 10-°W!
RV

In contrast, previous f-optical techniques2 3 which rely on optical hole burning require

a substantial change of at least severn' percent in either fluorescence or transmitted laser

power in order to obtain a satisfactory S/N ratio. Here, heterodyne detection enhances the

signal in two ways, by (i) detecting the heterodyne power Ph= 2 I u I P. rather than the

Raman power PR- U I 2 Po , and (ii) allowing detection at a frequency window outside the

laser amplitude noise spectrum, which in our case is from dc to -I MHz. Furthermore, the

technique is not limited by laser frequency jitter, in first order, or the radiative Lifetime of the

third level

VEL. SUMMARY AND DISCUSSION

We have described the theory and experimental results of Raman heterodyne detection. C
a new laser spectroscopic technique for observing NMR. It is shown in theory and practice

that the full range of cw or pulsed NMR can now be explored in either ground or excited

electronic states with high precision and sensitivity. We have presented new results on the

hyperfine transitions in the 3 H 4 ground or 1D, excited states of Pr-3+:LaF 3 , allowing a

comparison with optical dephasing measurements and current or future line broadening

theories. Anomalous lineshapes and homogeneous NMR Iinewidths should stimulate further

work in NMR line broadening theory and in experimental studies in this system and other

impurity ion solids.

This technique can be extended in various ways. Its high sensitivity should allow

studies of dilute systems in gases and solid state, and of weakly allowed transitions, e.g., in --.

parity violation experiments. 3 8 In principle, it is applicable to microwave and infrared



43

transitions. The possibility of nonresonant FM detection makes it more versatile and offers

the possibility of generating optical FM sidebands at high frequencies (>1 GHz). It seems

clear that this technique has many potential applications.
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Table I

Quadrupole splittings f and comparison of inhomnogeneous flnewtdths Wf (FWHM) for the
hyperfha. trmitous of 3 H$ ground and 1D-2 excited stoe of 0.1 at. % Pr3+:W 3a 3th
earth's magnetic Hield. 3I b

AfkHI
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Table II

Quadrinpol. parameters I D I, I E I, and the asymmetry parameter q~ of the Pr3 + :LaF3 nuciear
quadrupole Hamiltonhan JI'Q Eq. (3.1) of the Pr3 + 'IH4 ground and 1D2 excited state&.

State I D I (Hz) I E I(M&z) 71

3H4  4.1819±0.0013 0.151±0.004 0.108±0.003

1,1.2938 ±0.0009 0.305 ±0.001 0.706±0.002
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Table IU

Aimpitndes a(Iz) of eigeastates I Iz> in terms of pure states ('71=0) II>of Pr3 i*:WA3 
3H 4

ground and ID, excited states.

It I±52> j~/-O> :/

I ±5/2> 0.99982 0.01902 0.00073

3 H.4  I t 1/2> -0.01891 0.99695 -0.07575

1 :;3/2> -0.00217 0.07573 0.99713

1 ±5/2> 0.99 154 0.12613 0.03076

ID2  I t 1/2> -0.10588 0.92275 -0.37058

1 ;3/2> -0.07512 0.36419 0.92829
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Table IV

Homogeneous tnewidths fH (FWHM) of hyperfine Uansidons with quadrupole splittings f for
the 3H4 ground and 1D2 excited states of 0.1 at. % Pr3 +:LaF 3 in a dc magnetic field Ho.Lc

2• e

-- f(,MHz) IfH(kHz)a Ho. C axis(Gauss)

3H4 (1/2-3/2) 8.470 19.5 ±2 -30

3H 4 (3/2-5/2) 16.688 2 1± 2 b 0

3 H4 (3/2-5/2) 16.688 11±1 -30-70

1D2 (1/2-3/2) 3.724 2 0 ± 2 b.c -30-70

1 D, (3/2-5/2) 4.791 15±2 -30

1D2 (3/2-5/2) 4.791 I0± 2 d -30

aMeasurements made with no optical gating as described in Sec. IVB, unless otherwise noted.

bldentical results achieved with or without gating sequence (ii) of the laser amplitude as

described in Sec. IVF.

CIdentical results achieved with or without gating sequence (iii) of the laser amplitude, as

described in Sec. IVD.

dwith gating sequence (iii) of the laser amplitude, as described in Sec. IVD.

.4'q
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FIGURE CAPTIONS

Figure 1. Hyperfine energy level diagram for the 5925A 3H -ID2 transition of Pr 3 4:LaF
showing the coherent Raman process. The squiggle arrow indicates the rf driving field, while
the solid arrow represents the optical driving field. The coherently generated anti-Stokes
field is shown as a dashed line.

Figure 2. Simplified schematic of the experimental arrangement for Raman heterodyne
detection of cw or pulsed NMR.

Figure 3. Energy level diagram fo_ the stimulated Raman process in a three-level atom. H,
excites the 1.2 rf transition and Eo excites the 2-3 optical transition.

Figure 4. Raman heterodyne NMR signals of the Pr 3 :LaF 3 3H 4 ground state hyperfine
transition (a) I.z-1/2-3/2 in absorption for HI=0.8G, and (b) L.3/2-5/2 in
absorption and dispersion for H1 -0.16G in the earth's magnetic field. The open circles
represent the Gaussian fit of Eq. (2.34b).

Figure S. Raman heterodyne NMR absorptive signal of the Pr3 +:LaF 3 
1D2 excited state

hyperfine transition Iz - 1/2-.3/2 in the earth's magnetic field. To avoid rf power
broadening, H I=0.16G.

Figure 6. Schematic of the experimental configuration for cw Raman heterodyne
measurements.

r

,• ,



,re 7. Raman heterodyne detected spin echoes for (a) the 3H4 ( lz=I/2-3/2) spin
nsition where Ho-30G, H =36G, pulse delay time r=30 As. and the rf pulse widths are
I and 2.5 p/s, and (b) the YH4 (I-3/2-5/2) spin transition where Ho-67G, H1 =27G,
,38 As. and the rf pulse widths are 1.3 and 1.3 ;Ls. In (b) the FD and echo are
dulated at the Zeeman frequency 390±t10 kHz. The echoes in (a) and (b) are amplified
0X.

ureS. Raman detecre..d , =-ration and FM for the -H 4 (Iz=3/2--5,2) 16.69 MHz
n transition where Ho=0G. H --6.4G, rf pulse width= 100 ,us, with a measured Rabi
quency X/2 gr-IH/h=33 kHz. The arrow marks the end of the applied rf pulse and
;refore the beginning of the FTD.

We 9. Natural Ioi of the Raman detected spin echo amplitude as a function of the pulse
lay time i for the H4 (1z= 3 /2-5/ 2 ) spin transition for (a) Ho-0G indicating a
mogeneous linewidth (FWMA) AfH-21±2 kHz and (b) H,=30G with AfH=-I I.t I kHz.
e signal "bending over" in (a) r<30 gs and (b) :530 us is due to an interference effect
tween the echo and FED of the second pulse.

pare 10. Schematic of the experimental configuration for coherent spin transient
,asurements using Raman heterodyne detection.

pare 11. Raman heterodyne signals of the Pr 3 +:LaF 3 
3 H4 (Iz-1/ 2 -3 /2 ) and 1H"

,-3/2-5/2) spin transitions at H,=OG when both transitions are excited in a single rf
:quency sweep (7-18 MHz) with the sweep time of (a) 10 ms, (b) 100 ms, (c) Is, and

10s. In (d) the signal is amplified 2x.
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D. ±5/2

- ~ ±1/2

~~~1- -5/2

3H4  + 3/2
±1/2

Fig. 1
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ABSTRACT- It was shown recently that the optical Bloch equations are violated when a
coherent optical field drives an impurity ion system, Pr3 +:LaF 3, causing an intensity-
dependent line narrowing effect where the nuclear Pr-F spin-spin interaction is quenched.
This article clarifies the physical origin of this phenomenon by developing modified Bloch
equations of a new form based on a microscopic model where the damping depends not only
on the optical field strength but on the finite bandwidth a of the fluorine spin reservoir.
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-. The Bloch equations,1 which can be viewed as the two-level density matrix equations

of motion, have enjoyed a profound success over the years, first in explaining nuclear

magnetic resonance (N MR) and then in quantum optics and laser spectroscopy.2 Relaxation

is included through the two well-known phenomenological parameters, the (diagonal)

population decay time T and the (off-diagonal) dipole dephasing time T2. A serious

difficulty arises, however, in the case of solids when the condition TI>>T2 applies, as

appreciated by Redfield3,4 in the NMR saturation of metals and more recently in the optical

free induction decay (FED) measurements 5 of the impurity ion solid Pr3 +:LaF 3. In this

circumstance, T2 is not a constant but depends on the strength of the resonant oscillatory

field applied or equivalently the Rabi frequency X. An important consequence is that at

sufficiently high X, the limit T2-TI is reached because the dephasing mechanism is quenched,

and thus the linewidth appears narrower than the Bloch prediction.

In this Letter, we derive the first microscopic theory of the optical line narrowing effect

for an impurity ion solid, an effect that has escaped detection by NMR and whose physical

origin has been obscure.5 We specifically consider the Pr3 +:LaF 3 system to illustrate the

nature of the solutions, which depart from Redfield's concept 3 of a spin temperature in the

rotating frai. 'to allow a comparison with the initial optical experiment 5 in this area.

Here, the Pr3+ op. broadening process is known from optical-rf magic angle line

narrowing studies6 and Monte Carlo calculations; 7 it arises from .the F-F nuclear spin

flip-flops that weakly modulate the Pr3 + optical transition frequency via the nuclear Pr-F

dipolar interaction. The theory provides a simple yet general physical interpretation of why

the magnetic line broadening mechanism effectively vanishes when the Pr3 + ions are

coherently driven by a sufficiently intense laser field, even though the transition is of the

electric dipole type. Predictions for the behavior at arbitrary field strengths are obtained, not

........................................................ ....
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<M I m3 (j3)> = am,cnD( 3)m,m, m',m - 5/2,1/2,-3/2 (7)

<m21 m 3(9)> = E bmCmD(P)m'm , -m',m - 5/2,1/2,-3/2. (8)
Mr, I-

Equation (7) contains matrix elements D( 3)mim where m-r' =0, ±2, ± 4 and thus have the
M- .

property as (6) shows of being even functions of the angie 3. The elements of (3), on the

other hand, satisfy m-m = t 1, ±3, +5 which are odd functions of /. Since it 12 is

independent of/3, we conclude that the Raman heterodyne signal

S() _121 <p I t P3 > ' 2 <m2I m3 (9)><m3 (P) I mi> (9)

is an odd function of /3. It follows that the two signals S1,2 associated with sites I and 2 will

be of opposite sign since the transformation angles for sites I and 2 are +/3 and -/3,

respectively. The resulting signal S1 + S2 will then vanish since the rf transition frequencies

of the two sites are equal in a zero external field.

Furthermore, should the quadrupole axes of upper and lower electronic states be congruent

so that Z 1 2 =Z'. making [3=0, we then find from (6) that D(rr/ 2 ,0,-,r/ 2 )mm = 8 rn'. T h

the consequence that Im3>= cm¢,m with m==5/2, 1/2, -3/2 and hence .23=0 causing the ;.-

Raman heterodyne signal to vanish. We conclude that for H 0 =0 the Raman heterodyne signal of

a hyperfine transition vanishes when either (1) 3=0 because for Hf. Z one of the three required

matrix elements is zero or when (2) /300 as then the two sites generate signals of opposite sign

which just cancel.

Upon application of a static magnetic field HO, the two-fold degeneracy of I ±m> in

(3) is lifted. In this 2x2 problem, the eigenvalues are

: '



3

* are mixed in the axial basis set 'Pm where mj=-5/2, -1/2 and 3/2 since the quadrupole

Hamiltonian connects only the states differing by Amn-2. The rf magnetic dipole transition

1.-2 imposes for Hr.iZ the 1 selection rule AXm- t 1 which is satisfied by the eigenwectors

=I a"14, m = 5/2.1/2, -3/2 (4a)
in

1 in2 > = mP r n =-5/2,-l/'2.3, 2 ,(4b)

or their conjugates (m--m) and can now be applied to (2a).

The excited state nuclear wavefunction I mn3 > requires special care, however, since its

'2axes are rotated by the angles ± 3relative to the Z1.2 ground state orientation as in

Fig. 2. For I mn3 > to be represented in the same basis set as the ground state wvavefunctions

- (3), we perform an Eulerian rotation transformation 5 P(a43,y) on (3),

I i 3 > =P(cr,,vr)X cmPm , mn 5/2,1/2, -3/2 (5a)

= om.D'iD (a, 3 ,-y)M. , m ±5/2, ±3/2, ±1/2. (5b)

The general angular momentum transformation matrix element5 is

k ( jM jM jM) jM) 1/2

DO) (Py -im'cte-i ___________________

k k!(j+m-k) !(j-in -k)!(k+in-m)!

x (cos/3/2) ji-2k-m'+i (-sinl/ 2 ) 2k+inffl (6)

and for Pr3 +:YAIO 3, j-5/2 with a=-i'/2, -(=-fr/2 assuming rotations about a space-fixed

right hand coordinate system (XYZ), the principal quadrupole axes of the ground state.

* Thus, the nuclear overlap integrals of (2a) become
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In contrast to most other optical spectroscopic methods where the signal is a function
of the square of the relevant transition matrix elements I, j 2 , the Raran heterodyne beat-

signal

S ~ Li24233l (1)"

exhibits a linear dependence in each of the three transition matrix elements associated with

Fig. 1.12 A consequence of (1), which has gone unnoticed until now, is that such a

detection scheme has a potential for measuring the phase of a matrix element as well as its

magnitude. Thus, the sign of the Raman heterodyne signal can vary among inequivalent

impurity ion sites even if they are related by rotational symmetry. As a clear example, we

discuss the case of Pr3 *:YAlO 3 which undergoes the optical transition 3 H 4 -ID 2 of Fig. 1
:Y--\103~~ H -ID o ig

and possesses two Pr-3 sites with two-fold rotational symmetry as shown in Fig. 2, Z being

the principal nuclear quadrupole acs of quantization of Pr (I=5/2). We now show that the

two sites corresponding to the Z 1 , axes yield Raman signals of opposite sign as well as

interference phenomena as observed in Fig. 3.

First, consider the case of a zero static external magnetic field, H0=0. The three

relevant transition matrix elements are given by "

<1.2 A ' I><mt 21m3> (2a)
-Ai <'PiMi1L(~ 1 -;M <M, Ia 1 lm2>, (2b) ....

assuming the Pr3' electronic I -p> and nuclear I m> wavefunctions are separable where u is

an electric (2a) or a magnetic (2b) dipole operator and pl,-pq 2 . For the case of a nonaxal.

electronic field gradient at the Pr nucleus, the nuclear quadrupole functions 4

I en 1> - Im- (3)
M



An optical heterodyne technique based on the coherent Raman effect was demonstrated

recently for detecting nuclear magnetic resonance (NIMR) and coherent spin transients of

impurity-ion solids. 1.2 The Raman process', indicated in Fig. 1, employs a coherent radio

frequency field (w) that resonantly excites the nuclear transition 1-2 and an optical

frequency field (12) that excites the electronic transition 2-3. An optical field at the sum

frequency ('=+)is thereby created and generates with the incident optical field at a

photodetector a heterodyne beat signal of frequency w= I Q-12' I, that reflects the NUR

transition. The method is extremely sensitive and has the virtue of yielding NMR spectra and

coherent spin transients in both ground and excited electronic states with ilohertz precision.

While the basic Raman heterodyne technique can be understood by a three-level

perturbation calculation, two fundamental characteristics have been puzzling. 1-2 First, in the

(I crystals studied thus far, &r3:LaF3 and Pr3 +:YA1O 3, the signals only appear in the

presence of an external Zeeman field, and second, the lineshapes are anomalous, resembling

the second derivative of a Gaussian. This Letter identifies that both phenomena are a -

manifestation of ineqtuvalent nuclear sites that generate Raman signals of opposite sign and

thus can interfere when their frequencies match, as they do at low magnetic fields. For this

to occur, we show that for nuclei possessing an electric quadrupole moment, such as Pr, theIP

principal quadrupole axe in ground and excited electronic states must be incongruent, a

condition easily satisfied in practice. While this Letter describes a Raman interference due to

incquivalent nuclear sites, it may be only one of a broad class of Ranman coherence

phenomena. For example, interference of Ramnan detected nuclear Zeeman transitions is

observed for the case of a single site as well and will be covered elsewhere. 3 This work

* therefore reveals a new asoect of coherent Ramnan scattering of solids.
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RAMAN HETERODYNE LNTERFERENCE OF INEQUIVALENT NUCLEAR SIRES *

M. Mlitsuaga "
E. S. Kintzer
R. G. Brewer

IBM Research Laboratory
San lose, California 95193

and

Department of Applied Physics
Stanford University
Stanford, California 94305

ABSTRACT: A novel interference effect that is unique to the recently introduced technique
of Raman heterodyne detection of NMR is illustrated for the impurity ion crystal
Pr3 +:YAIO 3. Experiments confirm theoretical arguments that the two inequivalent Pr nuclear
sites in the host lattice generate coherent Raman signals of opposite sign that interfere. A
necessary requirement, which can now be examined in detail, is that the principal nuclear
quadrupole Z axis of Pr be incongruent in the ground and optically excited electronic states.

*Work supported in part by the U.S. Office of Naval Research.
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Monte Carlo calculations also reproduce the main features of the line narrowing effect

and will be reported later along with additional details of the theory developed here. 12

In conclusion, Redfield's theory3 of NMR saturation of a pure solid also exhibits line

narrowing but is a more complicated case than that of an impurity ion solid since the relaxing

system and the thermal bath are one and the same. Another distinction is that the u and v

components in this paper have the same line narrowing behavior whereas in Redfields

treatment there is an asymmetry. And fially, our model does not rely on the concept of a

spin temperature in the rotating frame.

The stimulating comments of A. G. Redfield, E. L. Hahn and F. Bloch are

appreciated. This work was supported in part by the U.S. Office of Naval Research.
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mentioned, when a-,w the normal Bloch equations are recovered in (6), thus causing the first

order FID to vanish. Hence, for this model the Bloch equations are violated not only at high

X but at low X as well.

Our findings are summarized in Fig. 1 which gives the dependence of the steady-state L

linewidth of the prepared hole on X. Equation (9) is evaluated numerically in the range

X-0 to 40 kHz using parameters appropriate for Pr3 +:LaF 3 : a/21r-8.0 kHzlO

TI-0.5 msecI t and T2 -21.7 psec. 5 At elevated X, the modified Bloch theory, (9) and

(10), are in excellent agreement with the FID observations,5 where both are far narrower

than the Bloch theory (12). At low X, (9) falls slightly below the observations, the

agreement being perhaps fortuitous since the intercept at X =0 predicted by (12) is

1/2#rT2 -7.3 kHz and by (13) is o/2v=8.0 kHz. Current observations5 are incapable of

* distinguishing which FD intercept is correct, and in the future a more stringent test of the

low-field prediction should be made in a system where a-1/T 2 is avoided.

The physical interpretation of this effect resides in the intensity-dependent damping

term ro, Eq. (7b). Here, the resonance condition 8(w4q-wqi-P) requires that a pair of

fluorine nuclei undergoing a flip-flop conserve energy with a Pr3 + pseudo-spin in its rotating

frame. Equation (8) shows that when becomes large compared to the fluorine linewidth a,

the number of fluorine nuclei that can participate diminishes, rp-O, and then the Pr3+

optical linewidth is modified. Thus, the optical field introduces Rabi sidebands that detune

the Pr + ions, its low frequency Fourier components, from the fluorine spin reservoir. This

view is perhaps equivalent to the time averaging behavior suggested in the beginning of this

article.
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commences at t-0 when the field is suddenly turned off. Both periods contribute to the -.-.

decay where the e- t/Ti term in (9) originates solely in the second interval tU0. The

intensity-dependent damping arises from the steady-state solutions of (6)

u(O) - v(O)( ruwxTj-a)/r. - wor,.w/r,-

v(O) - wo(x-4r,,/r,,)/(A42/rzv,-xaTl ruw,/rl1 + +x2TI) (10)

wher rv-((A + 2 )/T+x 2 /Tj1 /(A +x2 +q2), rmz-(t/T 2-1/ 1 )Ax/(4 2 +x2 + 2 ), and

for convenience assuming that Yt 1/T".

In the high field limit X>>(T/T 2) 1/ 2, (10) yields (O)/ -woX(A-i/T,)/(A2+x2)

and disregarding trivial factors, we find from (9) the free precession decay law

<J+(t)> ~e - ( x t T )  (I1) Z -

This is the principal result of our calculation and demonstrates that the high field decay rate

1/2
~X is considerably narrower than the Bloch result -X(T1 /T2) when T1 >T2 where the

FED Bloch theory8 is given by

2 1/2<J+(t)> - exp{-t[(X2 T1/T 2 + l/T 2) + 1/T 211 (12)

Similarly, in the low field limit X<<a, (9) reduces to

- ( + I/T)t(13)
+(t)> (

This is an unanticipated first order FID with decay rate a+ 1/T2 that doesn't reduce to the

Eq. (12) Bloch value 2/T 2 as X- 0 . It is a consequence of our adopting a model which

imposes a thermal reservoir having a finite bandwidth a and of our treating relaxation and

the field dependence simultaneously, in contrast to previous theories9 where the relaxation is

treated separately and then added to the field dependent equations of motion. As already

.... . .. . . . .. _.* . . . . * . . .** :
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where slowly varying population decay terms in y and l/T1 have been added. The primary

damping constants are given by .

r" = '*.hq , q(q+)(q-oiq,) (7a)
qq'

r, = hqq, fq,(ffq+ l)S(Wq-dq.I 3 ) (7b)
qql

ffq being the fluorine thermal population average of the qth nucleus and wq its Zeeman

frequency. Note that the 8 functions impose resonance conditions on pairs of fluorine nuclei.

Thus, r represents the zero-field limit when qc="q,, with 1/T 2 -r+,, y being bounded by

1/2TI:y<l/T i . On the other hand, interestingly, r is field-dependent where the resonance

condition requires w'q=wq, +P.

(The useful relation

r.= ra2/(p2+02) (8)

follows by converting the sums in (7) to integrals and with the assumption that the fluorine

spectral lineshape is a Lorentzian with angular width a. Hence, r' depends on a finite

fluorine bandwidth a as well as P. By comparison, the usual Bloch equations with damping

times T2 and TI are recovered from (6) in the limits X=0 or when a-= as then ri.r.

We now obtain solutions for the optical FID signal, essentially given by

<1+(t)> - <J+(O) ei~t> e -1 T2 , (9)

which follows from (6) where J±/A =(u±iv)/2 and the bracket denotes an average over the

Pr3 + optical inhomogeneous lineshape. The initial condition J+(0) constitutes the

steady-state hole burning preparation of Pr3 + ions by a laser field, and free-precession

* s. . . . . .N. -. N. - *'. - - - - - - - - - - - .-.



The equations of motion now become

" _ ( qq q q,

qq'

11=': 1 (M-x cos/t) hqqb bq,
qq'

"i . (' snpt+Jcst) b qqi bqbq,. (4)

These expressions when averaged over the heat bath are of the form Ji-<Dij(t)>Jj(t) and

vanish in the absence of fluorine pair correlations since <b ><bq,>=O for qoq'. However,

by means of second order perturbation theory, Eqs. (4) reduce to the form

1 (t) - j<Djj(t)D k(t-,r)>Ji(t)dC (i,jjk = 1,2,3) (5)

*where the upper limit has been extended from t to = assuming a short correlation time,

1/a<t. The approximation J (t-r)-J (t) has also been made in (5), which allows it to be

*-" factored outside the integral, and implies that this quantity is slowly varying compared to the

correlation function <Dl(t)Djk(t-r)> which may now be evaluated. The transformation of

. (3) back to the untilted rotating frame results in the modified Bloch equations

- -av - (ar + x2 r#)u + A - (rp-r)-yu
12

-a +u. xw - j (a2r + xra)v-,'v (6)

IL

" -xv-(w-w 0 )/T"

..... :..:. :....... .................... .............. *. .... * ..- ::.*.*%.%. . . .............. .....
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physicl picture where a high rate of optical excitation could yield a zero time-averaged

magnetic interaction.

From the quantum mechanical equation of mo 'in Eq=i/h[W411, Eq. (1) and the

angular momentum commutation relations, it follows that

t ±i(A + 7 hq b~bq.) ±ixI (2a)

qqt

- ix(J+--)/2. (2b)

It is evident in (2a) that the Pr-F dipolar damping term modulates the Pr3+ energy level

splitting "21 since it is imaginary whereas in the Bloch equations the T2 damping term is

*" real. The time dependence of all terms in (2), except the dipolar term, can be removed by

the rotation transformations3

(1 Z. -i

' Beginning with the initial rotating frame (x,yz), the z axis is rotated about the y ais through

the angle G-cos'tA/3, making it coincident with the effective field P. In this tilted frame

(x',y,z'), the x'-y plane is then rotated about z' through the precession angle Pt.

%...................................

"I "* .............. ' *. ........ I ........ " n.... "................"................... ...



just in the high field limit, and rather surprisingly, it is found that the Bloch equations can be

violated even in the low field regime.

Our model assumes that the Pr3+ ions can be idealized by a two-evel quantum system

and in the absence of damping obeys the B!cch :crque equation -=3xI under the

dt

influence of an optical field e (t) e0 cosQL 8 The pseudo-angular momentum operator
-• -i -41 .l -II

J=#i(iu+jv+kw)/2, expressed in terms of the Bloch vector [u,v,w] in the optical rotating

frame, corresponds to that of a spin 1/2 particle and contains the components

TZ=ft(aa 2-ajaj)/2,J J-Aa~aj, and 1--ha,+a2 using raisng and lowering operators for the
4.

ground 11> and excited 12> states. The effective field 13--ix+kA contains the Rabi

frequency X--geo, g being the optical coupling constant, and the tuning parameter

A=--[ "21 being the Pr3 + level frequency splitting.

To include damping, we modify the Bloch equations starting with the Hamiltonian

XO = - x(J + + 1-)/2 + Acalqbjbq + hqqlzbj bq. (1)

• q qqq

where the first term is the energy of the Pr3 + ion and the second is the Pr3+ optical electric

dipole interaction. The third term is the Zeeman energy of q fluorine nuclei in a local or

applied magnetic field, b; being the F spin raising and lowering operators. The fourth term

is the dynamic part of the nuclear Pr-F dipolar interaction which causes the Pr3+ energy

splitting "21 to fluctuate in time and to broaden the line. It arises because pairs of fluorine

spins undergoing random flip-flops b~bqe magnetically shift the Pr3+ states I1> and 12> by

different amounts. It is derived from the complete dipolar Harniltonian assuming that F-F

flip-flops act as a perturbation. This term links the optical excitation, suggested by the Pr + "

pseudo spin operator I ,to the magnetic perturbation b qb and already begins to imply a
r q q'
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Y..-.2 "2CO2 2--2 2 2-1/2,

W:tm (HO) - W ±m(0) ±(AH0/2)( yzA i aos + -yB i sin ) , (10)tin

and the eigenvectors display mixing of the basis states I t mi> of the form

I +m 1 > - cosa,(8) I t-m >-i sina i(O) I :;mi> (11)

Here, 0 H0VZ for the 3H 4 state (Fig. 2), an2ai (Biy /Ai-yz)tanO, y are components of

the Pr gyromagnetic ratio and B and A are functions 4 of the mixing coefficients a$i in (3).

Taking the upper signs of (11) and using (4) and (5), we obtain for the nuclear overlap

integrals

<MI M3 > = amcm,[Dm,(P) cos(,l-a 3) + iDm_ m , sin(a 1 -a 3)1 (12a)

S<m 1 a 3 > = bmCe ,D_m,(3) cos(a 2 -a 3 ) + iD., sin(a 2 -a 3 )} (12b)

where mn' =5/2, 1/2, -3/2. Consider now the symmetrical case where H0 points along the

cr'stal b axis (0if-02) or a axis (0 1 f-i r-0 2 ) of Fig. 2 and produces a sign reversal in ai for

the two sites. Since Dm, is even and Drm, is odd in 3, it follows that the sign of (12a) is

preserved and the sign of (12b) is reversed in the two sites. Similarly, we find that A12 is

independent of 3 and invariant to a sign change in a. Consequently, for this symmetrical

case the overall signal S1 +S, 2 vanishes. However, for arbitrary angles 01, 02 and 3, analytic

and numerical calculations show that for certain choices of I i>, ' n 2 > and i n3 >, S, and

S2 are again of opposite sign, but in general sign reversal is not a universal property when

the symmetry is broken.

The origin of the interference phenomenon is illustrated in Fig. 3 where absorption

Raman heterodyne beat spectra are given for a 0.1 at.% Pr3 +:YA1O 3 platelet with

S "dimensions 5 x 5 x 1.1 mm 3 parallel to the crystal axes a:b:c, the temperature being 1.5 1K.

W - , .bW * * .... . . .* . i.!
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With the experimentaL arrangement of references 1 and 2, the 3H4 .,.D 2 transition is exited

by a Coherent 599 dye laser beam, 25 mW in a 100 micron diameter at a wavelength of

610.5 am, propagating with linear polarization along the crystal c axis. The 3H4

± /2>- 1 3/2> transitions, two strong and two weak ones for each site, are excited by

sweeping a 0.3G rf magnetic field, oriented along the crystal c axis, over 'ag-. 5 .0

8 IMz. The static field H0 lies in the a-b plane at an angle of 33.6* to the b axis, and as it

Increases from 0 to 69G, the signal evolves into the four-line spectrum predicted by (10).

For H0 -0, the interference effect predicted by (9) is observed as the signal amplitude

approximates zero due to the cancellation of S1 and S2 . For H0-4G, the anomalous second

derivative-like lineshape observed previously t ,2 appears, and above 32G all four strong lines

are fully resolved and display sign reversal in the two sites. In addition, the signal is found

to vanish due to interference when HO 0 is oriented symmetrically so that 0 =-02 or

-1 x-82. Furthermore, interference is independent of the polarization direction of the light

beam.

Since the Raman interference effect hinges on 3- I Z. 2 'Z', I being nonzero, it is

important to determine the magnitude of this angle. By rotating the field H about the c axis

to different angles 0 .2 relative to Z 1,2 in the a-b plane, the angular dependence of the

Zeeman spectrum is found and hence the Z orientation gO3-blvZ. Figure 4 shows a least

squares fit, using Eq. (10), to the observed points for the excited state ID2 transition

.±3/2>- 1 5/2> which is an 8-line spectrum, 4 lines for each site, where the zero-field

splitting is 1.569 MHz. These data and similar measurements for the ground state 3H4

transitions I ± 1/2>-,1 ± 3/2> (zero-field splitting: 7.062 MHz) yield

1D2 : 30-69.20 ± 1, 3H: 930-56.4 ± 1.

- :• •
•- -

•
.

•
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The result for 3H4 is in good agreement with a previous value.6 The ID2 measurement of P0

represents the first solid state determination of the nuclear quadrupole orientation in an

excited electronic state. For this specific angle of j369.2°-56.4= 12.8, sign reversal is

obeyed for arbitrary H0 orientation.

It is possible to generalize these ideas further. Clearly, the Raman heterodyne

interference effect is a general phenomenon that will occur in any impurity ion crystal

possessing two or more inequivalent nuclear quadrupole sites when POO. For the

interference signal to vanish, site symmetry is required, and must be preserved upon

application of a static field H O. The crucial requirement is that ground and excited electronic

state quadrupole axes be incongruent, a property that can now be examined quantitatively by ;7

Raman heterodyne detection. Finally, Raman interference is expected for other kinds of

transitions, besides hyperfine, and even for a single site as in the recently observed Zeeman

transitions. 3

We are indebted to K. L. Foster for technical aid. One of us (E.S.K.) acknowledges an

EBM Graduate Fellowship. This work was supported in part by the U.S. Office of Naval

Research.
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±5/2

1D

OF. ±5/2

3H 1 3/2

Fig. 1. H~yperfine energy level diagram in the absence of state mixing for the 6 10.5 rn
3 H4 . 1D2 transition of Pr3 4*:YA1O 3 showing the coherent Raman process (not to scale) for
levels labeled 1, 2 and 3.
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FIg. 2. The principal nuclear quarupole Z x~ds of Pr lies in the a-b plane of YA1O 3 wer
thetwoineuivlen sies or H4 ( 1 1 )or 1D (Z', ) make equal angles with the b axis. A

static magnetic field H0 aLso in the a-6 plane deviates by the angle X from the b axis. by Oi
fromn Z1 and by 82from Z,2,
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CUMULATIVE TWO-PULSE PHOTON ECHOES**

A. Schenzle*
R. G. DeVoe
R. G. Brewer

IBM Research Laboratory
San lose, California 95193

ABSTRACT: This paper reports an unusual photon echo phenomenon where a train of
echoes, generated by a repeating two-pulse sequence, exhibits growth rather than
damping. The effect, which is observed in the Impurity Ion crystal Pr 3 +:YAlO 3, results
from an electronic ground state population grating that is created by the two-pulse .
sequence and is stored coherently as a modulation in the frequency domain. The depth
of modulation increases with increasing n where n is the number of the two-pulse
sequence, a result which is predicted in a three-level density matrix theory. The effect
is closely related to previous stimulated or three-pulse photon echoes but differs in that
growth is observed directly for the first time in the simpler two-pulse sequence.
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..-. I. INTRODUCTION

Following the initial work of Carr and Purcell,1 a number of multi-pulse spin 2 "5

and photon echo 6 .8 experiments have been reported. In liquids, the technique has

allowed measurement of the spatial diffusion of spins which are dominated either by

inhomogeneous static1 ,3 or radio frequency (rf) 2 magnetic fields. In solids, with more

elaborate rf multi-pulse sequences, 4'5 spin dipolar line broadening has been reduced

dramatically. In gases, the optical analog of the Carr-Purcell method has permitted the

detection of long-range velocity-changing collisions,6 and more recently, a train of

stimulated three-pulse photon echoes has been used to monitor optical dephasing times

in solids on a picosecond time scale. 7

In this article, we report that photon echoes generated by a repetitive two-pulse .'-':

sequence, Fig. 1, can actually exhibit growth, contrary to intuition and past experience

where the echo envelope invariably damps. This growth phenomenon is displayed

clearly in Fig. 2 for the case of the Impurity ion crystal Pr 3 +:YAO 3 at 1.6"K where

the echo amplitude increases linearly with time. Since the interval T between

neighboring pulse sequences is much greater than the optical dephasing time T2, the

only possibility for a memory effect which leads to echo growth resides in the optically

excited population distribution. The physical origin of this effect arises from a

population distribution or grating of the form

w - a cos &" + b sin &(1.1) r

that is modulated in the frequency domain A due to a two-pulse delay time r.

Successive two-pulse sequences increase the depth of modulation, the coefficients a and

b, where (1.1) contains the required Fourier components for two-pulse echo formation

" leading to echo growth.

S ~ -, . .. "....-.
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A population memory effect also arises in the three-pulse stimulated photon echo,

either in a single 9' 10 or multi-pulse 7 sequence, although past observations have not

revealed the growth pattern directly in contrast to Fig. 2.

We show here that a two-pulse echo growth pattern can be explained in principle

using a two-level quantum system as a model. However, the numerical values of the

decay parameters and the conditions of our experiment argue in favor of a three-level

model where the population is stored in a bottleneck or third level. The bulk of the

paper is concerned with these two calculations.

Finally, we note that since the optical homogeneous Unewidth Pr 3 +YA1O3 is but a

few kilohertz, reproducible echo growth measurements are made possible only through

the use of a (gated) ultrastable cw dye laser having a linewidth of 300 Hertz or less.

II. TWO-LEVEL MODEL

We assume that two-level atoms are repetitively excited by the square-wave

optical two-pulse sequence of Fig. 1 where 1 is the delay time of the second pulse and

T is the repetition time of the two-pulse sequence. We further assume that (1) the

laser frequency remains fixed within the sample's homogeneous width, (2) the optical

pulse area a - (p12 /)i)f e(z,t)dt Is small, satisfying 0<<r/2 and (3) the repetition

period is much longer than the optical dephasing time, T>>T 2• Condition (1)

guarantees that the same packets within the inhomogeneous lineshape are interrogated

throughout the pulse train and thus will faithfully generate the desired echo envelope.

In Section IV, the complication resulting from an unstable laser is discussed. Condition

(2) is required if echo growth is to occur. Condition (3) assures that phase memory is

retained in the frequency domain rather than in the time domain.

771- "

'-.'. .: '. '''. '. .'- ' ;" ""-" -'''--''''-' -''- -'"- : ';-''-''-"-'--'-"".-'.. .-.-- ''" 
: '

" . .".............. .. . . .



* - . -- .*7. T - 7 . 7 71=

3

The 2 x 2 density matrix equations of motion,1 the Bloch equations,

P1 (iA-1/T 2)P1 2 + (i;C/2)w

P2 1 - P1 (2.1)

-X ip 2 1 -p)

are to be solved during pulse excitation and between pulses with the added complication

that the pulse sequence is repetitive. Here, the tilde signifies the optical rotating

frame, the population difference of levels'2 and 1 is defined by w P2 2-P 1 1 , the Rabi

frequency is X-p 1l2 E0 /h and the tuning parameter A=(4 2 1 -0 where AL12 is the optical

transition matrix element, E0 the optical field amplitude, W'21 the energy level splitting

and l0 the optical frequency.

The pulses are assumed to be sufficiently short that damping can be neglected and

A=O. On the other hand, if A is retained, the simplicity of the treatment given below

vanishes. For the initial condition

[P12(0),P 21 (0) ,W(O)1 (2.2)

at time t=O the pulse solutions of (2.1) are

P 1 2 (t) (1 (/2)P 1 2 (O) (1 + COS Xt) +1 (1 /2)102 1(O) (1 -O csXt) +1 (i/2)w(0) sin Xt,

P2 1 (t) - (l/ 2 )p 1 2 (O)(l -O csXt) +(1/2); 2 1 (O)(1 +4 cos Xt) - (i/2)w(0) sin Xt , (2.3)

W(t) - 1; 1 2 (0) sin Xt - i-P2 1 (0) sin Xt +1 w(O) cos Xt.

.. .. .. .-.-.. - - - - - - - - - - - - - - - - - - - - - - - -



* ~ .. . .

4

Between pulses, X-0 and (2.1) yields

P1 2(t) = pt 2 (0)e2l )t,-

P2 1  =P 2 1 (O)e(iA +t/T2)t, (2.4) ..

w(t) = w(O)et/T + w 0 (l-e-t/TI)

We now cast the problem in matrix form, writing the state vector as

P 12 (tM

P2 1(t)
x (t) -(2.5)

w(t)

A time evolution matrix H(t) then transforms an initial value Xj(O), the jth component

of the state vector, into the i th component

Xi(t) - rij,(t)X,(O) (2.6)

at the later time t. From (2.3) and w0 =1, the II matrix during a pulse is

(1 + cos Xt) 1( -cos xt) s - Xt 0
2 2

I(l-cosxt) I(1 CosXt) isinxt 0
F(t) 2 2 2 (2.7)

i sin xt -i sin Xt cos Xt 0

0 0 0 1

,,1
-. I

".':.''.-".:."" '+'e'.".': "" ", "" ," .."":+_" ."".. "c'.'+;--''-''-:'-"+---+'-+'-'+'- "'+' "- -- " "'- :- " "- '- -' -: . . .. ... ..



5

The I matrix between pulses follows from (2.4) and is given by

e 2)t 0 0 0

OAIA/Ti
D(t) = (2.8)

0 0 et/Ti .- tl.

O O 0 1./

Successive application of (2.7) and (2.8) for the two-pulse sequence of Fig. 1 generates

the echo operator

E(t) = D(t)F(tz)D(,r)F(tl) (2.9)

where t is the time interval measured from the end of the second pulse, tj and t 2 are

the first and second pulse widths and r is the second pulse delay time.

For the n-.pulse sequence of Fig. 1, repeated application of (2.9) results in

X(t) - E(t)[E(T) n'IX(O) (2.10)

where the initial condition

X(0) = wo . (2.11)

Here, the time dependence of the element X(t) appears only in E(t) corresponding to

the nth or last two-pulse sequence.

The echo matrix E(T) simplifies considerably with the assumption T>>T 2 ,

allowing us to ignore the damping terms e"T/T2
. For a single sequence, detailed

evaluation of (2.9) gives

................. .... ,.b~. .N
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FIGURE CAPTIONS

Figure 1. A repetitive two-pulse echo sequence where n is the number of times the

sequence repeats.

Figure 2. Cumulative two-pulse photon echoes observed in 0.1 at % Pr 3 +:YAIO 3 at

1.6"K. The echo amplitude grows as the two-pulse sequence n increases.

Figure 3. Population decay rates 7 i(i= 1,2,3) are indicated for the three-level model

where level 3 is the bottleneck.

Figure 4. Echo amplitude versus two-pulse sequence number n showing near linear -

behavior. The data are taken from Fig. 2.

7 -
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Due to the damping terms e'nTST and e Y3T in (3.25), growth will begin to taper

off when ny 3T-1, and in principle this behavior would permit a measurement of Y3, the .

decay rate of the bottleneck. For Pr 3 +:YA1O 3, the bottleneck population decay must .

certainly be leakage among the 3 H4 hyperfine states with decay times exceeding one

second. Attempts to see this saturation effect by lengthening T failed because the

modulator scatters -10 6 of the incident light through the aperture during the "dark

periods", and the attendant optical pumping provides an additional path for erasing the

population grating.

As a final comment, we emphasize that echo growth could not be observed in

Pr 3 +:YAIO 3 without using an ultrastable dye laser. If the laser frequency shifts from

one pulse sequence to the next, the echo amplitude will not necessarily grow but may -iq

vary randomly as the laser samples new packets within the inhomogeneous lineshape. -

Growth can occur only when the same packets are excited repeatedly. The problem is

especially critical in impurity ion solids such as Pr 3 +:YA1o 3 since the population

grating spans a narrow frequency range of tens of kilohertz. Indeed, when the laser was

not frequency/phase locked, the echo amplitude fluctuated wildly. It is clear that

previous photon echo decay time measurements of these narrow line systems are subject

to these amplitude fluctuations, which perhaps can be reduced to some extent by -

averaging. 12  , -
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IV. OBSERVATIONS AND CONCLUSIONS

Photon echoes were monitored in the impurity ion crystal 0.1 at % Pr 3 +:YAO 3 .

The crystal was in the form of a platelet with dimensions 5 x 5 x 1. 1 mm 3 parallel to the

crystal axes a:b:c and was immersed in liquid helium at 1.6"K. The beam of an

ultrastable cw ring dye laser, possessing a linewidth of 300 Hertz rms short term,

passed through an acousto-optic modulator driven by a train of radio frequency pulses

and then propagated with a focused diameter of 76 microns along the c axis of the

crystal before striking a P-I-N diode photodetector.

The laser beam was tuned to 610.5 nm to resonantly excite the Pr3+ transition

3H4(II)4-,,1D2(r1) and had a power in the sample of 2.5 mW. When the modulator

was driven by a 95 MHz radio frequency pulse, the beam was deviated and passed

through an opening in an aperture and then through the sample. Between pulses, the

undeviated beam was blocked by the aperture. The pulse generator was programmed to

produce a repetitive three-pulse sequence of adjustable width, frequency, delay and

amplitude. The first two pulses of equal amplitude and of 95 MHz frequency generate

the echo signal while the third (probe) pulse of reduced amplitude and of 97 MHz

frequency overlaps the echo pulse in time to produce a readily detected 2 MHz

heterodyne beat echo signal. To lengthen the Pr 3 + dephasing time and to increase the

echo amplitude, a static field of 500 Gauss was applied parallel to the crystal b axis.

The evolution of echo signals shown in Fig. 2 clearly reveals the growth behavior

for a series of two-pulse sequences up to n-6, all applied pulses being activated by an

electronic clock. Here, the pulse widths are t I-t 2 -2.5 l&sec, the pulse delay time

'r-6 psec and the pulse sequence repetition time T-2 msec. In Fig. 4, we see that the

echo amplitude varies linearly with n as predicted by (3.21b).

I', .
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For the case of arbitrary 73 T, we consider (3.19) again using the small area

approximation and write

P1 2 (t)n (- 800

x {ne~n) 3  + cl--e-T3 ) (1 + I)e17T (3.23)
1-0

Since the sum In (3.23) can be expressed as the derivative of a geometric series,

1=0 1=0

where a-7 3 T, it follows that.

P1 2 (t)n ("I/8) 1Oe"~ e~' 1 1 ( 1 .~ 7 T (3.25)

The function

F~n) ( 1e3T)

has the limiting values

Urn F(n) - a , (3.26)

Uim F(n) -1 (3.27)

where (3.26) exhibits growth with increasing n in agreement with (3.21b) and (3.27)

shows no growth as predicted by (3.22).
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It is now possible to rewrite (3.15) as

n-2
P12 (t)n E13 t) (1-a)n'-e'ln1)Y3 + (1e'3T) - (3.19)

where in the small area approximation (2.20),

04-1/Ti

(1/ 4 ) 1 a2 e(A'/T 2). (3.20)

In the limit I 3T-0 and ny 3 T.0, (3.19) reduces to

P12 (t)n - E 13(t)(1-a) n -  (3.2 la)

- n(l/8)0190 eiA(t-r) e-t+2)/T2 a-l1-l 3T (3.2 1b)

This expression resembles that of the two-level model (2.24) with the factor n

replacing (2n-1), and thus at large n the echo amplitude (3.21) is one-half that of

(i (2.24). The reason is that in the three-level case the population transfers rapidly from

level 2 to the bottleneck level 3, reducing the grating population difference of levels 1

and 2 to one-half that of the two-level model.

On the other hand, for delay times T long compared to the bottleneck storage

time, 73T>>1, memory of the population grating is lost. In the limit y3 T-0oa and

ny 3T-,.s, (3.19) becomes

P2( E 3(t) , (3.22)

and the echo Is due to the last pulse sequence n alone.

%..
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Since

0> 0

(E(~1 I E3 3 t] + E35 (T) J , (3.14)
1=0

0

(3.10) becomes

132t~ - (t)[( 3 3 (T))n-' + E3 5 (T). E331 (3.15)
1=0

Here, E 1 5 (t).0,

E1 3(t) -- (i/4) sin Xt1 (l + cos Xt 2 )e0iA-I/T)(t4r)

(1/4) sin xt 1( o xt)(iA-/T2)t (iA+1/Tl)

-(0/4) sin xt 2 (l + cos xtl)e(iA-1/T2)t (.6

+ (1/4) sin xt2 (1 CO cos C xt(iAl/T2)tYO?

E33 (T) - .7-T_( 1 / 4 ) sin xt t 2e(i41/T2)?

-(1/4) Sin xt1 si x (tA+l/T ),r
(3.17)

" (1/4)(1 + cosXt1 )(1 + COSXt 2)eCT I',

" (1/4)(1 - cos xt1 )(1 - cos xt2)e-*o?1j

E35 (T) -( 1 / 2 )e-y2?(l COS csXt2 )(l-'e-3 T ) +g (1-e-'Y'3) .(3.18)$ .
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The echo signal for the nth pulse sequence now assumes the form

0K

P12(t)n -Eljt)[EIT)] k 1 (3.10)

where the column vector specifies the initial condition. The echo matrix E(T), (2.10),

is evaluated using the approximations

T>>T2 , IX <<1, yoT>> and ,3T<<1 (3.11)

where the first inequality was introduced in the two-level model, the second follows

from (3.3), the third assumes the decay time of level 2 is rapid compared to the time T

between two successive pulse sequences, and the fourth guarantees that the population

grating is not erased during the experiment. For a single pulse sequence, evaluation of

(I the echo matrix (2.9) gives

0 0 0 0 0

0 0 0 0 0 ""

E(T) E3 1 E32  E3 3  E34 E35  (3.12)

0 0 0 0 0

0 0 0 0 0 Ire

For an n-pulse sequence

0 0 0 0 0

0 0 0 0 0
a-I

E (T) E33E 31  E32 E32 E 3 E E34  E35 7 E (3.13)
1-0

0 0 0 0 0

* - 0 0 0 0 0
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Proceeding as in the two-level model, we define a- state vector -

P12 (t)

P2 1(t)

KP22(t

The time evolution matrix during a pulse

* (1+ Cos Xt) J(1- Cos Xt) ~-sin Xt -sinXt 0 -

2 2 2 2
1(1- Cos Xt) . (1I- +Cos Xt) .Lsin Xt -~sin Xt 0

2 2 2 2

F(t) - ~ sin Xt 2 sin Xt 1(1 + cos Xt) . (1- cos xt) 0 (3.8)
2 2 2 2
I-sin Xt -~sin Xt 1(-Cos Xt) 1(+ Co's Xt) 0

2 2

0 0 0 01

follows from (3.5). Between pulses, the matrix

e (i-/ 2)t 0 0 0 0

0 (i+/ 2 )t 0 0 0

D (t) -0 0 e-r ) (eV1t..eYOt) (1le?2t) (3.9).

0 0 0 e,~O 0

0 0 0 0 1

follows from (3.6).



During pulse excitation, we again neglect A and damping so that the two-level

solutions (2.3) apply but *with the additional condition

P22(t) + P11(t) -P 22(O) + PI1(O) (3.4)

We obtain for pulse excitation

P1 2 (t) (l/2)p 1 2(O)(1 + cos xt) + (l/2)P2 1 (O)(l- COS Xt)

-(i/2)p 1 (0) sin Xt +(i/2)P22(O) Sin Xt

p, I(t) - -(i/2)P1 2 (O) sin xt + 0i/2)P2 1 (O) Sin Xt (3.5)

+ (l/2)p11(O)(l + cos Xt) + (l/ 2 )P 2 2 (O)(1 CO osXt)

P22(t) -(i/2)p 1 2 (O) sin Xt - (i/2)P2 1(O) sin Xt

+ (l12)pj 1 (O)(l -O osXt) + (1/2)P22(O)(l + COS Xt)

The solutions between pulses are found from (3.1) with X-0,

P11(t) - p11(O) e~S + P2 2()X(e?)ft-c7O + le"

P22 (t) -P22(O)eY'

* ~where- 3- 1 / 3-o

and small terms have been dropped through the inequality (3.3).



where (2.22) is readily expanded in (n-i) because of the smallness of 0102- The echo

signal derived from (2.15) now takes the form

i2-l- 0 82 Ui(t-') e-(t+,)/T2 (.4
pi2(t)n - (2n-1) .~ A~.r 0 )T (2.24)

where only the echo rephasing terms are retained. In contrast to (2.19), the echo

amplitude increases linearly as 2n-1-1,3,5... as the pulse sequence number n increases.

III. THREE-LEVEL MODEL

The density matrix equations of motion for the two-level problem (2.1) are

extended by adding level 3 as in Fig. 3 which allows the population transfer 2-3 at the

rate 72, 3-"1 (73) as well as 2-1 (71). The reverse processes are considered improbable

and are ignored. We then have

P12 " (iA-1/T 2)P 12 + (ix/2)(p2 2-P 11) '

P2 1 m P12 ,
(3.1)

p1 1 - (iX/2)(P 2 1 -P 1 2 ) +1 7 1P22 + y3P3 3  ..

P22  -( i x / 2 )(P21-P12) YOP2 2 ,,

where

If- 0 I + 72

and population is conserved among the three states satisfying

P11 + P22 + P33 - 1. (3.2)

-A

For a significant population bottleneck, we assume that -

72 > 1,3 •(3.3)
*o I I *7

.... v%-.~... ~.~ **.* * . .*.** -.*,-**.
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Equation (2.15) is to be averaged over the inhomogeneous lineshape, but this procedure

doesn't alter the results to be discussed and will be ignored.

Inspection of (2.17) and (2.18) reveals that in the limit T/T .,
n-2

1 E 3 34 (T) -1 and consequentlyp £ p 1 2(t)n = E 13 (t) (2.19)

That is to say that the population grating or memory is erased for times longer than the

population decay time T, and the echo signal (2.19) has its origin only in the last pulse

sequence E 13 (t). For the experiment of Fig. 2, T/T-2 and here numerical evaluation

of (2.15) shows that ; 12 (t)n is essentially given by (2.19). This model, therefore is in .

disagreement with the observations, making it clear that a population bottleneck Is

needed so that the population grating isn't filled in. In the next section, a three-level

(I model satisfies this requirement. C

To complete this section, we next consider the other extreme when T/T 1 <<

and assume that small area pulses are applied where

61 - xtl<<r/2 and 02 - Xt2 <</2 (2.20)

We then have

E 3 (t) -(i/ 2 )e(A1/T)t[ee0A1/T 2) - (1/4)0,02 e'(i&+l/T2)r + 02] (2.21)

,E 33 (T)]n ' - [1-(1/2)0102 e"/ T 2 (e' Ar +

~ [1 n + e'ih)] (2.22)

E3 4(T) 0 (2.23)
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0 0 0 0

0 0 0 0
E(T) - (2.12)

E3 1 E3 2  E33  E34

0 0 0 1

while for n sequences

0 0 0 0

0 0 0 0
SE(T)] - - (2.13)1n-1 n-1 I

E33 E3 1 E33 E32  E33  E34  3

0 0 01

The echo signal for an n-pulse sequence is essentially given by the polarization or

off-diagonal element

P124 - Elj(t)[E(T)lj " X1 (0) (2.14)

- 1 3 (t)(33 + 4. 7,E' (2.15)

where (2.14) follows from (2.10), the initial condition X 1(O) is given by (2.11), and

matrix multiplication of (2.11) and (2.13) produces (2.15). Here,

E 13 (t) (i/2)e(id'/T 2)t[(1/ 2 )(1 + cos Xt 2 ) sin xtle 2)/T)

li  - (1/2)(1- cos xt 2) sin xti'(i 4+/Te)- + cos Xt1 sin xt2e" /Tl] , (2.16)

E3 3(T) -- T/T '[cOs Xt 2 COS Xt 1
e /T1 - (1/2) sin xt 2 sin Xtle'(ia+ I/T 2)7

- (1/2) sin Xt 2 sin xtle(tA-t/T2) ] (2.17)

-- cos xt2eT/T1(,o I.,-/T) + (l- "T/T) (2.18)
?" °3() CS tc
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"* ABSTRACT: A novel optical interferometric technique is proposed for stabilizing and
measuring a laser frequency in terms of a radio frequency (rf) standard. In preliminary
studies, a sensitive optical dual frequency modulation scheme (DFM) allows locking a
laser to an optical cavity and the cavity in turn to a radio frequency reference with a
noise level of 60x 10,3 Hertz or 2 parts in 1010. In principle, the laser frequency t0 7ai

can acquire the stability of the rf standard and being locked to a high order multiple. n
of the rf frequency w1 facilitates the optical-rf division 0 /nfi 1.
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The current method for measuring an optical frequency relative to the primary

time standard, the cesium beam standard at -9.2 GHz, utilizes a complex frequency

synthesis chain involving harmonics of laser and klystron sources. The method has

been extended recently to the visible region, 1 to the 633 nm He-Ne laser locked to a

molecular iodine line, with an impressive accuracy of 1.6 parts in 1010. With the new

definition of the meter, the distance traversed by light in vacuum during the fraction

1/299 792 458 of a second, the speed of light is now fixed and both time and length

measurements can be realized with the same accuracy as an optical frequency7.

measurement. In view of the complexity of optical frequency synthesis, these

developments set the stage for originating complementary techniques for stabilizing and

measuring laser frequencies which are more convenient.

This paper reports a sensitive optical interf erometric technique dual frequency

inodulation (DEM) for measuring and stabilizing a laser frequency by comparison, in a

single step, to a radio frequency (rf) standard. Conversely, a low-noise rf source can be

stabilized by a laser frequency reference. Preliminary measurements discussed below

give a resolution of 2 parts in 1010, but optimized devices should have a resolution

between 10-12 and 10-15. The method may be competitive with the optical frequency

synthesis chain in accuracy and its simplicity suggests its convenient use in metrology,

high-precision optical spectroscopy, and gravity wave detection.2

The principle of the technique rests on phase-locking the mode spacing c/ ML of an

optical cavity to a radio frequency standard and simultaneously phase-locking a lase'r to

the n-th order of the same cavity. When these two conditions are satisfied, the optical

frequency wo and the radio frequency w, are simply related,

oL2 .'



.7 I1a1 -(1)

neglecting for the moment diffraction and phase-shift corrections. The idea of locking

a laser to a cavity is of course a well-established subject, 3' 4 but the concept of

phase-locking an ootical cavity to a radio frequency source is new. T-'erferometric

rf-optical frequency comparisons of lower sensitivity have previously been performed

by Bay et al.5 using a related idea based on amplitude modulation (AM) rather than --

frequency modulation, as will be discussed below.

To introduce the DFM technique, first consider a single frequency modulation

scheme. An electrooptic phase modulator driven at wI generates a comb of optical

frequencies wO ±mw, which are compared to cavity modes of frequency na, where a is

the cavity free spectral range, m=O,1,2,... and n is a large integer lO6 (see Fig. 1).

The cavity response perturbs the balanced phase relationships between the sidebands -

and transforms frequency modulation into intensity modulation at W1. A

photodetector, viewing the cavity either in reflection or transmission, then generates an

error signal at the heterodyne beat frequency w I" This signal yields a null when the .. -

laser frequency w0 equals na and the radio frequency w matches the mode spacing a.

In this circumstance, the comb of optical frequencies all resonate with their

corresponding cavity modes. The difficulty with this approach is that the error signal

depends not only on the'rf detuning 8=-cj-a but also on the optical detuning A=w 0 -na.

Detailed analysis as well as experiment show that the error signal is proportional to A

and thus vanishes when .1-0, independent of 8, a feature which prevents direct locking

of the cavity to the rf source and realizing Eq. (I).

.............. ... ... .. . . ... . .. . ... . ..... ...,. ... -.. .- ... -. ..-.,- ... -...y - ., ..-..: :. .--
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The DFM technique (Fig. 1) overcomes this problem by using two phase

modulators, driven at frequencies w, and w2 respectively. Dual frequency modulation

creates, in lowest order, sidebands at wO w ,w 2 and(OwI 2

A photodetector views the cavity in reflection and two error signals are derived, one at

w2 and the other at the intermoduiqi ion frequency 4)1 ±(#)2. The first signal at 2allows

locking the laser to the reference cavity as described elsewhere3 '4 and is independent of

w tuning. The second signal at w ± w2 allows locking the cavity to the rf reference.

This signal varies directly with the rf detuning 8=w 1-a and provides the'desired null at

the rf resonance condition w = a, while being independent of laser detuning A. To

derive this result, we write for the double phase modulated light wave incident on the

cavity

=i EO eiO~~snI+PSn~ (2)

Taking only the zeroth and first order sidebands of the Fourier decomposition ..--

e - J(P)e - O(P) + J1 (3)2i sinwt (3)

the reflected light waves

E,((w) =g(A)Ej (4)

take the form

..........................................
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Er -E 0  O(P)(P 2 )g() + 2110(P1)Il( 2) sinw,2 t

+ e'i t[1 0(9 2 )JI(P1 )g(A + 8) + 2iJI(PI)11 (9 2) sinwt]

-e- + 2iJ1 (A1)Jj( 2 ) sinwt]} (5) k

where g(A) is the cavity lineshape function.

Equation (5) assumes that w2>>r so that light at 1 0 a2 and wO 0  w1 ±4- 2 falls

outside the fringe linewidth r and is totally reflected with g- 1. The detected

heterodyne beat signal at w w c, is given by

ErEr(Qwl ±wa2 ) = 41E 01 2
0 (l)l13t)I 0 (132 )J1(P2 ) sinc.2t

x {Im(g(.1 + 3)-&(.1-8)]cosw1 t + Re(g(A + 8) + g(A-8)-2(A)sinW~t} (6)

Since the coefficient of sinw 1 t in (6) is -0, only the costa It term contributes and the

DFM signal is directly proportional to the difference in cavity phase shifts of the

WO+Wa and w0-w, sidebands. With the further assumption that the lineshape function

g can be approximated by a Lorentzian 6

g(A) T (A2-ir) (7)
vRCa 2 + r2)

the error signal simplifies to

E1E;(wi w2) m -41E J(3)J0(P2)J1(l)Jl(2)

x -' [sin(wl + w2 )t + sin(al-w 2)t] • (8)
rN

*..*./%~ ~ ~ *~ -~ ~ ~ * -: ~ ~.V ** - .... -%* . . .. o.
- . . .. - "
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By detecting the beat either at o + 2 Or w I-w2 in a double balanced mixer, an error

signal proportional to the rf detuning 8 can be derived for locking an optical cavity to

an rf standard, or conversely an rf source to a cavity. Second, the error signal is

independent of laser detuning A and thus optical frequency jitter. Third, there is no

background signal. Fourth, the DFM signal has excellent signal-to-noise ratio since

4Jo(P1)J(PldJo(P2)J(P32)=.45 at P=P32= 1.,.--

A prototype DFM standard (Fig. 2) has been constructed to verify the principle

and study resolution and systematic errors. A home-made cw dye ring laser containing

an intracavity ADP crystal for laser phase-locking to an external cavity ermits 30 mW

of light'at 59001. The beam is focused through a home-made LiTaO 3 traveling wave

electrooptic phase modulator,7 which generates FM sidebands at

w =298.66 7 120 MHz=c/2L. The rf at w is generated by a Fluke 6071A synthesizer

locked to a Vectron CO:247 10 MHz quartz oscillator with a stability of one part in

1010 per day. The beam then passes through a second phase modulator, an ADP crystal

resonantly driven at w2 -19.400 MHz. The mode-matched cavity is a 50 cm confocal

interferometer with an invar spacer, is acoustically and thermally isolated, and has a

measured linewidth HWHM r/2v-75 kHz (finesse-2000). An optical circulator both

isolates the laser from the cavity and directs the reflected light, the signal, to a

high-speed photodiode (Motorola MRD-510). The detector photocurrent contains rf

beats at w2 and w I w 2 which are amplified and then separately filtered. The error

signal at w2 is sent to an FM sideband servo which locks the dye laser to the n-th

cavity fringe so that w0 -no with a short-term error A/2-r-300 Hz RMS. 4 The DFM

signal at I1-w2=279.267 MHz is coherently detected in a double-balanced mixer. The

error signal, Eq. (8), controls the cavity length L via a piezo so that the resonance

-. - . . -* . * . . . -.~ "a .- :*. . . .
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ondition q--w1 is satisfied. Ignoring mirror phase shifts and diffraction, the

esonances w0o-na and a-w 1 yield w I =o0/n, and an optical-rf frequency divider is

ealized.

The resolution or short-term frequency stability of the prototypc has been

aeasured by opening the cavity-rf servo-loop, integrating the error signal with a 0. 1 sec

ime constant, and recording it on an oscilloscope. Figure 3 shows a peak-to-peak

toise level of -0.4 Hz or an RMS noise level A YRMS--60 mHz (60x 10- 3 Hz). This

epresents an RMS fractional frequency deviation (Allan variance)

ry2 AMs/ w t-2 x 10- 10. For comparison, the earlier AM technique of Bay et al.5
eveloped noise levels -00 Hz for a 100 sec integration time, which implies

hat our signal-to-noise ratio is 50,000 times greater.

The theoretical shot-noise-limited resolution of the DFM technique can be

stimated as ApRMS=r/(2,rVNi) where N is the number of photoelectrons/sec and r

i the integration time. For N-10 15 sec' I and -0.l sec AvRAS=l0- 7r/2-r or

.5 millihertz. Our prototype is thus within a factor of 10 of the shot-noise limit.

Optimized DFM standards can be expected to have a resolution 102 to 10- higher.'

'or example, the rf sideband spacing w can be increased to equal an integral multiple

f the cavity mode spacing c/2L. Because of the periodicity of the cavity lineshape

anction g, the short-term stability ARMS will be unchanged, but the fractional

requency stability improves with increasing w 1. Operating at w I =29.8667 GHz so

lat the sidebands interact with the (n+ 100th) and (n-100th) cavity modes would give

shot-noise limited resolution a y-ApRMS/( 2 9 .9 GHz)-2.5x 10-13 for r-0.l sec. .5-.

his value far exceeds the stability of current commercial standards. Secondly, '.5
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superpolished mirrors developed f or ring laser gyros can increase the finesse from 2,000 i

to >20,000, reducing r and AVRMS by another factor of 10. Third, increasing the

cavity length L reduces r proportionality. Use of a gravitational wave interferometer
9-..'..

would reduce r by several additional factors of 10. Optimization of the DFM

technique thus offers the possibility of microwave frequency standards with microHcrtz

linewidths or Hertz stability in the optical region.

Systematic errors that can affect the accuracy of rf-optical frequency comparisons .

fall into two classes: (1) instrumental effects that shift the lock point of the DFM

system off the center of the cavity resonance, and (2) corrections to Eq. (1) due to

cavity mirror reflection and diffraction phase shifts. Residual AM in the phase

modulator is well known to introduce an instrumental offset in FM servo systems. FM

polarization spectroscopy8 and AM servo techniques 9 can reduce the offset but the

DFM technique solves this problem more decisively, in a new way. Because AM at the

intermodulation frequency w 1 ± w2 is the product of the AM factors at w 1 and w2 , AM

in our system can be only (10-4)2 or 10-8, a negligible level. A second kind of

instrumental offset arises from the interference of light scattered off pairs of optical

surfaces between the laser and detector. Fringes of low contrast result which cause

significant offsets that are easily recognized, measured, and corrected in the DFM

technique because they are periodic in laser tuning and generate a background rf signal

at 0 1 ± w 2o

The second class of systematic errors due to cavity mirror reflection and
diffraction phase shifts has been analyzed by Bay et al.5 12 years ago and by Layer

et al.10 They suggest that these optical frequency corrections can be measured to

10- 10 to 10-1. Recent improvements in mirror quality indicate that these limits can

• . .. . -9 - - -""'-- .. '. '".9 .,..'"-"-" '- """"" ' X. , -.. ' ''" -.. ,""-"" '"-',.'-''--. .- ' :
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now be exceeded, and new methods of measuring the phase shift correction are also

being examined. The DFM technique should therefore have a systematic error

comparable to the current accuracy of 1.6x 10-10 of the optical frequency synthesis

chain.•

We conclude that both the long- and short-term stability of the optical frequency

divider can be made competitive with, if not superior to, current techniques. In view of

the large effort currently directed at optical frequency synthesis and new microwave

frequency standards, we propose that the relatively simple and promising technique of

DFM should now be pursued.

We are indebted to K. L. Foster for technical aid. This work was supported in

part by the U.S. Office of Naval Research.

....................... °.
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"IGLRE CAPTIONS

:igure I. Schematic representation (not to scale) of the dual frequency modulation
idebands of a laser relative to the dispersive part of the interferometer lineshape
unction g, Eq. (7).

figure 2. Black diagram of an optical frequency divider showing two servo loops where
he laser is locked to a reference cavity and the cavity to a radio frequency standard.
[he LiTaO3 modulator is driven at w I and the ADP modulator at w2. LSB denotes a
nixer and filter which generates the difference frequency -2 for the double
)alanced mixer (DBM) in the cavity-rf servo.

figure 3. Oscilloscope photograph of the experimental DFM-error signal at W W
:orresponding to Eq. (3). The vertical scale was calibrated at 1 Hz/div by detuning w
)y 5 Hz.
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till align approximately with the other runners as they cross the starting line, because he

ill not have deviated very far from his "ordered" position in the short time between

hots.

This multiple-reversal sequence has an even more dramatic effect. Suppose that a

:ertain runner's speed has been increased slightly by a collision. He will thus run a

preater distance per unit time than he would have if the group of runners had been

ollision-free. However, since he repeatedly reverses his direction he deviates from his

irdered position, first in one direction and then in the other, by equal amounts. The

listance by which he deviates from his ordered position will therefore average out to

:ero. He will stay roughly in alignment with the other runners. In a sense, it is as

hough the collision never happened. ,

In the same way, if a gaseous sample were excited with many closely-spaced pulses,

hen the Doppler shifts caused by elastic collisions would be averaged out to zero: each

,tom that had changed velocity due to collisions would have alternating higher and lower

mission frequencies than the average atom; thus, on average, the atoms will be excited in

nison. Since the atoms thus stay synchronized, the effect of elastic collisions is

iinimized.

After each of the many pulses the atoms will come back into alignment, as the

unners do between the multiple gunshots, and each time the atoms realign they emit

nother echo pulse. The chain of many pulses thus produces a chain of many echoes, one

cho between each pair of pulses.

--.. 4
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)xtended to the optical region by Ian Schmidt of the University of Leiden,

?aul R. Berman of New York University and one of us (Brewer). We shall describe an

3ptical case, a photon echo experiment performed on a gaseous sample.

The photon echo effect is, in principle, very similar to the nuclear-spin echo. In the

spin echo, an incident rf pulse resonates with precessing proton axes to align them in a

state of dynamic order; this order seems to decay but is recalled by a second resonant rf

pulse, which reverses the relative phase angles of the protons, causing them to realign and

produce an echo pulse. The photon echo is analogous, except the incident radiation is

provided by a laser beam (that is, in the optical region), and it resonates with oscillations ... "

of the electron cloud surrounding each gaseous atom to produce an echo pulse. k< '

The gaseous molecules of a typical photon echo experiment are in a state of chaotic

thermal motion and behave like billiard balls, undergoing elastic collisions which change

their velocities but not their internal states. If the molecules are elastically scattered

after being excited by the first laser pulse, they experience slightly altered trajectories

and velocities and, because of the Doppler effect, each affected atom's emission frequency

(which is analogous to the precession rate of a proton axis) is changed. The ensemble of

atoms is no longer in a state of hidden order. In the racetrack analogy, it is as though

collisions between the runners had changed each runner's velocity. In the NMR case, he

same sort of decay occurs because some molecules of the liquid sample, in diffusive

motion, move randomly to regions of differing magnetic field strength.

Returning to the racetrack analogy, imagine that the starter fires his gun many

times in rapid succession, each time causing the runners to reverse their motions. Even if

the runner's sped has changed slightly (because of a collision) between gunshots, he will
*• .o
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of such random processes in matter as thermal agitation, internal motion and the

fluctuation of local fields.

With the development of coherent laser light, the echo concept was extended in

1964 to optical frequencies by Norman A. Kurnit, Isaac D. Abella and

Sven R. Hartmann of Columbia University (see "Proton Echoes" by Sven R. Hartmann;

Scientific American, April 1968). The physical principles underlying the spin and photon

echoes are the same, both being examples of hidden order produced and revealed by

coherent radiation, although the spin echo involves atomic nuclei, while the photon echo

usually involves atomic electrons. In fact, as Richard P. Feynman, Frank L. Vernon

and Robert W. Hellwarth, then at the California Institute of Technology, were able to

show, both situations can be described by the same mathematical formalism, which is a

generalization of Bloch's original gyroscopic equations.

The above experiments show that the hidden order within seemingly disordered

systems can sometimes be revealed. It has also been shown that certain phenomena, such

as molecular collisions, can introduce elements of disorder into this hidden order, causing -

the echo strength to decay. Can echo experiments be devised that will negate even such ,

randomly-occurring, seemingly irreversible effects?

The suggestion seems to contradict one's intuition that the large-scale consequences

of such random events as collisions between molecules are, in principle, irreversible. In

this instance intuition is misleading, because it is sometimes possible to eliminate even

the disordering effects of elastic molecular collisions. This result is achieved by applying j-

a large number of incident pulses spaced closely together. These multipulse experiments .

were first performed in NMR by Herman Y. Carr, now at Rutgers, and Purcell, and later

. • .. . . . -. . . . .. . -.. ' - , "
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frequency of precession. This spin-flipping property of resonant radiation is the

cornerstone of the nuclear magnetic resonance (NMR) technique discovered

independently in 1946 by Edward M. Purcell of Harvard and the late Felix Bloch, then

at Stanford. In nuclear magnetic resonance spectroscopy, a sample is excited to see which

frequency of radiation will induce spin-flipping, where each resonant frequency

corresponds to a unique nuclear spin in a particular nuclear environment. For example,

the strength of the local magnetic field can vary in different parts of a molecule because

an electron cloud partially shields its nucleus from an external field. Once an NMR

technician knows the spin-flipping frequencies, he or she can determine the chemical

makeup of the sample. Spin echoes are among the most useful of NMR imaging

techniques. The externally-applied fields can be controlled to determine the occurrence

of a given precession frequency over a large sample, even one as large as a human body.

The response of protons from regions of the body can be recorded electronically and

processed to produce an internal image of a living organ. .%.

There is another way that spin echo effects can be used to study the properties of

various substances. In our racetrack analogy, the runners will not all finish

simultaneously if some of them have tired and reduced their speeds during the race; in a

sense, any change of speed introduces a disorder within the hidden order. A

corresponding disorder in an atomic sample could involve collisions between the atoms,

magnetic interactions between neighboring atoms or movement of an atom from a region

where the external magnetic field is high to one where it is lower, thus changing its rate
3.. %

of precession. If the delay between the two rf pulses is lengthened, then the random

disorder introduced between pulses will increase and the echo signal will be weaker. A

physicist or chemist can thus use the strength of the echo, or its decay time, as a measure

.. .
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characteristic of a large collection of dipoles rotating together. The sample is now in a

state of apparent chaos.

After the protons' free induction decay, the sample is excited with the second rf

p.',3- which acts like the second firing of the starter's gun. This pulse is at the same

frequency as the first but in a typical experiment it lasts twice as long: consequently the

plane in which the proton spin axes lie is flipped through a full 180 ° , ending once again in

an orientation perpendicular to the constant field. It is as though the plane in which the

spin axes lie has been turned upside down or reflected in a mirror.

Following the first rf pulse, the phase angles between faster- and slower-precessing

spins had gradually grown larger. lust after the second pulse, which turns over the plane

in which the axes lie, the phase angles between the various axes are the same as before,

but the relative positions of the faster- and slower-precessing axes are reversed. In other

words, prior to the second pulse the faster-precessing axes had gradually come to point

slightly ahead of the direction that the slower-precessing axes pointed; after the second

pulse, the plane in which the axes lie has been turned upside down or mirror-reflected,

the slower-precessing axes point slightly ahead of the faster-precessing axes (see

illustration on page 00). The faster-precessing proton spins are now behind the lower

ones, just as the faster runners were behind after the starter's second signal. As in the

race, rapidly precessing spin axes will catch up with the slower ones so that realignment

is achieved: at that moment the atoms will emit another burst of radiation, the echo

pulse, showing that the seemingly lost order has been recovered.

In the spin echo effect the applied rf bursts are said to be in resonance with the

proton spins, because the frequency of the bursts exactly matches the protons' natural

. ,. .. . ,.. , ,. , . , , . ,. ~~~~~~~~........,'..... ... ...... ,.-......... .. .... .....'..'-....'. .:''"' -,- "- .- - .'--- .,.
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field and the constant field. The combination of these two precessions is a downward

spiral, traced by the spin axis of each proton. -, -"
v*. ,

The angle through which the protons tip is determined by the strength and duration

of the rf pulse. In a typical spin echo experiment, this first pulse might be timed so that

it tilts the proton spins exactly 90* from the vertical; in other words, they come to lie on

a plane perpendicular to their original orientation. If the constant magnetic field Is left

on, the proton spins will precess in unison in this new plane; in a sense, they will

resemble one giant spinning magnet. Like such a spinning magnet, the protons emit an -

oscillating electromagnetic pulse, the free induction decay signal, so named because the

synchronized free precession of spins induces a decaying electromagnetic signal. This

corresponds to the start of the race, when the spin axes are in a state of dynamic order.

One reason for the decay of the free induction signal may be that the static

magnetic field does not have exactly the same strength throughout the sample. Since the

protons' precession frequency depends upon the strength of the external field, a proton is

a region where the magnetic field is stronger will precess more rapidly than the others,

just as some runners are faster than others. As some protons precess rapidly and others

slowly, the spin axes no longer point in exactly the same direction. They gradually fan -

out, like the runners on the track; the spin axes of those protons which precess rapidly

will point ahead of the axes of the more slowly precessing protons (see illustration on

page 00). The angle formed between any two spin axes that come to point in different

directions is called the phase angle; the magnitude of the phase angle is a measure of how

far the two spin axes are out of synchronization. As they desynchronize the protons no

longer emit the oscillating electromagnetic field, the free induction decay, that is ;.
I'.K
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the angular momentum of a gyroscope. The spin axis of a proton is a constant magnetic

field, like that of a gyroscope in a constant gravitational field, precesses; that is, it traces

a circle about a line parallel to the force field (see illustration on page 00). The

precession frequency, the rate at which the proton's axis goes around its circle, depends

in part upon the strength of the external magnetic field. This tendency of the proton's

spin axis to precess about an applied constant field is the basis of the spin echo effect.

In a spin echo experiment, the constant components of the spin axes of the protons

in the sample are initially aligned parallel to a constant external magnetic field. Since

they are exactly parallel to the field, they do not precess (as a perfectly vertical

gyroscope would not precess). The first radio-frequency pulse is then applied. This rf

pulse contains a circularly-polarized component - that is, a small rotating magnetic

field - which rotates at rate with which the protons' spin axes would precess if they were

not of alignment with the constant field and if it were the only field present.

The rf pulse causes the ensemble of protons to execute a complicated motion, best

described as a combination of two less complex precessional motions (see illustration on -

page 00). The simpler of these two motions is a precession about the static external

field: the rf pulse tilts the spin axes out of alignment with the constant field (although 77
they remain essentially in alignment with each other during the short pulse time) and

they begin to precess about the static field lines at their normal rate of precession. Since

the direction of the rf magnetic field contained in the pulse also rotates at this rate, the "'-I

angle between the rotating rf field and any proton spin axis remains constant as the

proton spins precess, and thus from this vantage point of the protons the pulse field

seems constants in direction. Consequently the proton spins precess about both the pulse

%

* .. . .- ° .-.. .b b .. *... , , .- - .- .. -.- - . --.. %... . .-- -- VS . , *,-. . " .- . . . * - ".



3

analog, called the free induction decay effect, which has found wide use in both ratio-

and optical-frequency regions.

A more concrete example of a memory effect can actually be demonstrated by

mechanical means (see illustration on page 00). A viscous fluid is placed in the

ring-shaped space between two concentric plastic cylinders. Whereas the outer cylinder is

stationary, the inner one is free to rotate about its axis. A streak of colored dye,

representing an initial alignment of particles, is injected into the fluid. When the inner * ."

cylinder is turned the dye disperses throughout the liquid. If one were to show the '.' ,

volume between the cylinders to a thermodynamicist, he or she would say that the dye is

completely disordered (that is, that the entropy is at a maximum), and that the mixing

process is complete and irreversible. In fact, the liquid is in a state of hidden order (or .

E- constant entropy): reversal of the rotation of the inner cylinder reverses the mixing

process; after an equal number of reverse rotations the dye streak reappears.

In 1950 one of us (Hahn), then at the University of Illinois, discovered a memory

effect similar in principle to the cases of the runners and the dye, which operates on the

atomic scale. A sample of glycerin was placed in a magnetic field and exposed to two

short bursts of electromagnetic radio-frequency (rf) radiation, separated by an interval T

of a few hundredths of a second. The sample retained a memory of the pulse sequence,

and at time 2T seconds after the first rf pulse the sample itself emitted a third pulse, an .

echo. This phenomenon is known as the nuclear-spin echo.

The nuclear-spin echo is a consequence of the gyromagnetic properties of atomic

nuclei, such as the proton that makes up a hydrogen nucleus. Because the proton spins

and is electrically charged, it has a magnetic moment, which is similar in some ways to
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systems we shall discuss, this hidden order is provided by exposing samples (which may

be solid, liquid or gaseous) to coherent electromagnetic radiation of various types,

including radio waves, microwaves and laser beams. Sound waves can also play this role.

The reemergence of an ordered state in such systems becomes evident when the sample

bko.

emits its own coherent electromagnetic pulse, an echo of the earlier radiation. Apart

from their inherent interest, these echo pulses and related forms of coherent emission >.Z

provide novel ways to study the fundamental behavior of atomic Interactions.

The concept of hidden order can be demonstrated by analogy. Imagine a group of

runners poised on the starting line of a circular track (see illustration on page 00). The

starter fires his gun, the race begins, and the runners spread out along the course, each

running at a different fixed speed. Once they have circled the track a few times, some

runners will have lapped others and there wilt be no obvious visible correlation between

the runners' relative positions and their various speeds. Someone who had not seen the

start of the race could be led to assume that there was no particular order in the

disposition of the runi,,rs - that they represented a disordered system. Now suppose that

the runners have contrived to turn around and retrace their paths at some prearranged

signal (perhaps a second firing of the starter's gun) which is given T minutes into the

race. If each runner maintains his speed, albeit in the opposite direction, they will come

together and cross the starting line in unison exactly 2T minutes after the beginnig of

the race. They will have recovered their initial order (this order will, of course,

disappear once again after the runners cross the line)

The even simpler case of all runners traveling together at the same radial speed is

not to be ignored either. Here, the initial order is preserved and there is no need to

reverse the runners' direction. As we shall see, this example has an electromagnetic

r::i
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In 1872 Ludwig Boltzmann, a founder of modern thermodynamics, gave a lecture in

which he said that the entropy, or disorder, of isolated systems increases irreversibly as
-',.

time passes. On hearing this the physicist Joseph Loschmidt rose to protest. He said

that the laws governing the motions of all particles are symmetric with respect to time.

Thus any system which had decayed from order to chaos could be made orderly once

again simply by reversing the momentum of each particle, without affecting the total

kinetic energy of the system. In defiance Boltzmann pointed his finger at Loschmidt and

said, "You reverse the momenta."

I'-'."

This scholarly conflict illustrates the paradoxial nature of the second law of

thermodynamics. This law says that systems tend toward maximum entropy. Yet

Loschmidt's argument remains cogent. If one were able to film the motions of any small

group of particles and show that film to a physicist, he or she would have no way of

telling, in principle, whether the projector were running forward or backward.

Consequently, according to Loschmidt's criticism (which has come to be called the

Loschmidt paradox), any law that governs the behavior of large collections of particles

should be symmetric with respect to time. While the meaning and implications of the

second law are still active topics of research and disagreement (see "The Arrow of Time," L

by David Layzer; Scientific American, December 1975), there now exist several methods

by which Loschmidt's time reversal can be realized. In other words, a system of particles

which has apparently decayed from a highly ordered state can be returned to that state by

reversing the motions (or some other degree of freedom) of its constituent particles. In

effect, an assembly of atoms is able to exhibit a kind of memory of its earlier condition.
:o.

If a system is to display this kind of atomic memory, it must be prepared so that it

has some sort of order, often hidden in its apparently disordered state. In the atomic
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manipulated to recover their initial order. The degree to which order is restored allows
investigation of atomic interactions.

REVISED VERSION OF RJ 2764

*Work supported in part by the U.S. Office of Naval Research.

r. 

%

7'-i.'
I"• 

°% "%



13

Man'

*0.

Time (sec)



12

2 0
N

E 3 -0.Sa
00 - U W1J~ .

In 3

C..

00

< CN

00

0.

a C

71c,
. ~~~~~~~ ~ ~ -. .. - . .... M... . .

-~~~~~~~ N.0 *., - . S . * * * ,*-



-' . -v -. ~1 -. -.

-' -. ~ *. ,-.--~-; .- *.* * - *.- ~-,. - *

11

3
.9-

3
+

03
~0
+ 

-a-

0

+ -- r
- I

C..'

+
03

3
+

0~ 3

C IL
C..'3
0

E
C..'

4" 3
U +
a,

o CI~ ~ 0

U) i 3
I... 

-

4, ' __ 
3

0. I
U, C -~

o -~ 1'
c *&5 I
o a~ 3
4" U) I

w Cu -
-I 3

03

p



-. • -o. "°-

11 ,'-'

This Cart-Purcell multipulse experiment is really a way of enhancing the ordinary

echo effect; the experimenter applies many pulses in order to produce many echoes,

prolonging the sample's state of order. . .

There is another type of multiple-pulse experiment which is even more striking than

the Carr-Purcell effect. The "magic sandwich echo" effect was first demonstrated by

John S. Waugh, along with Won-Kyu Rhim and Alex Pines, then students of his at the

Massachusetts Institute of Technology. The effect involves subjecting a sample to a long

series of specially-processed pulses in order to produce just one echo. What is special

about the magic sandwich is that it can be performed on a sample which would ordinarily r2
not produce any echo at all. Without the application of this unusual train of pulses, that

sample's earlier state of order could never be recovered.

In a typical magic sandwich experiment a calcium fluoride crystal is placed in a

constant magnetic field. As in the spin echo experiment, an rf pulse that tips the spin

axes of the fluorine nuclei by 900 is applied to the sample. The crystal then emits a free

induction decay signal, like the free induction decay signal emitted by the liquid sample

in a spin echo experiment. After the free induction decay has died out another 90* pulse

is applied, followed immediately by a long series of 180* pulses in rapid succession and

then by another 90 ° pulse. This is the sandwich; in it the two 90* pulses represent the

bread and the series of 180 ° pulses are the filling.

There is still no simple pictorial model for describing what happens during the

magic sandwich effect. It can only be said (according to the currently accepted V

h,.
"" mathematical description) that the magic sandwich actually changes the sign of the
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equation of motion for the fluorine nuclei; In other words, it performs precisely the

momentum reversal that Loschmidt described to Boltzmann.

Even in an experiment involving multiple pulses, there is still some decay of the

echo signal: in a Carr-Purcell experiment succeeding echoes grow weaker. This decay, in

the case of a gas, is due primarily to inelastic collisions, collisions violent enough to

produce irreversible quantum changes in the energy levels of the atoms involved. The

echo decay in a multipulse experiment is therefore a measure of the rate of inelastic

collisions and diffusion in a sample. This means that a multipulse experiment can be used

to select specific types of atomic interactions for study without the complication of .

competing dynamic processes.

There is yet another way of producing atomic memory, one in which time reversal is

not required. The basic idea appears in the racetrack analogy. It is possible to have all

the runners travel at the same radial speed, preserving their initial alignment. This is the

simplest case of all, but how can it be achieved?

In a gaseous sample, it is possible to select all the atoms having one specific velocity '

by exciting the sample with a nearly monochromatic (single-frequency) continuous wave

(cw) laser beam of the appropriate resonant frequency. Because of the Doppler effect, an

atom moving at one velocity will absorb light at a slightly different frequency than will

an identical atom moving at a different velocity. If the laser frequency is spectrally pure,

that is, if it is essentially a single frequency, then only the atonis having one particular

velocity can be selected and prepared coherently. To revert to the racetrack analogy, it is

as if only runners of one specific speed were selected to start the race. ..-.
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The alignment of these coherently prepared atoms is demonstrated in a laser

frequency-switching apparatus (see illustration on page 00). After a long excitation

period the frequency of the laser beam is suddenly switched to a new value so that it is

no longer in resonance with the prepared group of atoms. This switching ends the
p.

excitation. However, the coherently prepared atoms now act like a set of identical tuning

forks that have been struck simultaneously; since they all have the same resonant

frequency they reinforce each other and radiate, in unison, an intense, coherent beam of

light in the forward direction. This signal has all the properties of laser light (coherence,

directionality and a single frequency) because the atoms retain a memory of their initially

ordered state. This is the optical analog of the free induction decay emission associated ".

with magnetic resonance. The free induction decay effect was first discovered in NMR in

the radio frequency region by one of us (Hahn) and in the optical region by the other of

us (Brewer) and Richard L. Shoemaker, now at the University of Arizona. Like the

echo effect, free induction decay allows the physicist or chemist to measure difficult to

observe properties of materials. By studying the decay times of various emission

frequencies under different conditions, one can achieve a better understanding of the

interactions within and between the molecules of a sample.

Laser frequency switching, introduced at IBM Research, San Jose by one of us

(Brewer) in collaboration with Azriel Z. Genack, now at Xerox, has been used to

observe not only free induction decay, but a whole class of atomic memory phenomena.

The process of tuning the laser into and out of resonance with an atomic sample is

equivalent, in a sense, to applying pulses of laser light; thus, switching a laser into

resonance with a sample for two short periods of time is essentially equivalent to

applying two short laser bursts, and will produce the same echo phenomena. The
-b .-" % % .*- .. .. .,
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frequency switching technique has the advantage that switching processes can be more

precisely timed and controlled by electro-optic devices. In addition, interference between

the sample's emission and the laser light (at its new frequency) produces a strong
A.

(heterodyne) beat signal that can be used to distinguish the sample's emission from any

background noise.

One of us (Brewer), along with Ralph G. DeVoe of IBM, has recently used the laser

frequency-switching technique to examine the fundamental gyroscopic equations used by

Bloch in his first description of NMR. According to Bloch's equations, the nuclear

memory decay time should not depend on the strength of the applied fields. In 1955

A. Redfield showed, using thermodynamic arguments, that these equations required

modification. He observed the nuclear magnetic resonance of a pure metal, and found

that an intense radio frequency field can actually lengthen the memory lifetime (that is,

reduce the rate of decay) through a time-averaging effect which is similar in some ways

to a time reversal.

DeVoe and Brewer have extended Redfield's argument into the optical region by

using one of the most stable tunable lasers in existence (the laser's emission frequency

can be adjusted and, when set, is stable to five parts in 10 million million) in a free

induction decay experiment. The sample examined was a crystal of lanthanum trifluoride

contain;-ig praseodymium impurity ions, and the memory decay was due to a nuclcar

magnetic interaction between the praseodymium and the neighboring fluorine nuclei.

Like a proton, a fluorine nucleus behaves as a spinning charge, creating its own

magnetic field. The fields of fluorine nuclei are strong enough to flip over neighboring

fluorine nuclei in the same way that an rf pulse can flip over a proton. When a fluorine

z
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nucleus flips, the resulting change In the local magnetic field Is sometimes strong enough

to flip over yet another neighboring fluorine nucleus. Such random sequences of spin

flipping are common in the lanthanum trifluoride crystal.

.- ..-

When a lanthanumn trifluoride crystal is exposed to coherent laser radiation of the

correct resonant frequency, the praseodymium ions become synchronized and emit their

own coherent radiation, a free induction decay signal. Fluorine nuclei that undergo

random spin flipping can desynchronize the neighboring praseodymiumn ions, causing the

coherent optical emission to die out.

DeVoe and Brewer measured this decay time using the laser frequency switching

technique described above. They excited a sample of lanthanum, trifluoride with a

tunable dye laser and then switched the frequency of the laser so that it no longer

resonated with the praseodymium imrurity ions. This requires an extraordinarily

frequency-stable laser in order to excite an extremely small range of frequencies (the

linewidth of praseodymium is rnnly 10 kilohertz, roughly 10 million times narrower than

previous optical measurements in solids). Once the laser frequency had been switched,

the praseodymium ions emitted the free induction decay signal, which decayed in about

17 microseconds.

Even this magnetic interaction can be quenched, ()simply by increasing the

intensity of the laser that was used to excite the crystal. An increase in laser intensity

drives the praseodymium ions more rapidly between higher and lower quantum states, as

they absorb and reemit photons. Each time the praseodymiumn ion goes through an

absorption-emission cycle, the nuclear magnetic interaction between it and the

neighboring fluorine nuclei changes sign; that is to say, the interaction that had been

j P
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acting between a praseodymium ion and a fluorine nucleus will act in the opposite

direction after the praseodymium ion has absorbed and reemitted a photon. Thus a

fluorine nucleus which had been causing a praseodymium ion to desynchronize from the ".

others will effectively reverse its effect on that ion and force it back into

synchronization. This is similar to the reversal oi phase order produced by the laser in a

multipulse Cart-Purcell experiment. If the time between phase reversals is shorter than

the time between the desynchrdnizing events (in this case random fluorine flips), then the

disturbances caused by the fluorine nuclei are compensated because its interaction with

the praseodymium is reversed. Together with Axel Schenzle of the University of Essen,

West Germany and Masaharu Mitsunaga of IBM, DeVoe and Brewer have developed a

general microscopic quantum theory of this phenomenon that extends, for the first time,

the thermodynamic argument of Redfield.

The techniques of pulsed radio-frequency radiation, the principles of which have

been known for nearly 40 years, are a great boon to science and medicine, primarily in

NMR body imaging and the structural analysis of chemical compounds and the solid

state. With the development of extremely pre(?) and stable lasers, these methods are just

now being made possible in the optical region.

These atomic memory phenomena would have delighted Loschmidt because they

show that some types of decay, even decay caused by random collisions, can be reversed.

Beyond their philosophical charm, however, atomic memory phenomena can be very

useful. By eliminating the decay effects of some processes, they allow physicists to study -

other processes in greater detail; giving us a clearer view into the structure and

interactions of materials on the atomic level. . : .:,'
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